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المقدمة

وفهمه شائعًا، أمرًا (AI) الاصطناعي الذكاء مع والعمل الحديث أصبح اليوم، عالم في
مجالات جميع في الاصطناعي الذكاء دمج تم فقد البرمجيات. مطوري لجميع ضرورة
بناءً فورية رؤى وتقديم الوقت، وتوفير العمل، تسريع على قدرته بفضل البرمجة
الاصطناعي الذكاء أن من الرغم وعلى المجالات. مختلف في مدربة معلومات على
المكتبات من العديد فإن التطوير، أغراض في خاصة Python بلغة وثيق بشكل يرتبط
بكفاءتها تُعرف التي C++ مثل بلغات فعليًا صُممت الاصطناعي للذكاء الأساسية
بمكونات الوثيقة لعلاقتها نظرًا منها، والاستنتاج وتحليلها البيانات معالجة في العالية

الحاسوب.
قويًا خيارًا يجعلها مما الذاكرة، إدارة في دقيقًا تحكمًا للمطورين C++ لغة توفر
التشغيل لأنظمة المفضلة اللغة تظل أنها كما عاليًا. أداءً تتطلب التي للتطبيقات

البيانات. وقواعد
التي الرئيسية الموضوعات على الضوء تسليط إلى أسعى الكتاب، هذا في
الذكاء مجال في C++ وقدرات أهمية لفهم استكشافها C++ مطوري على يجب
يواجهونها التي المصطلحات فهم من المطورين تمكين هو الهدف الاصطناعي.
المجالات أكثر في C++ المفضلة للغتهم الواسعة الإمكانيات على والتعرف يوميًا،

اليوم. الاصطناعي الذكاء في ونموًا انتشارًا
تقديم مع مبسط، بأسلوب وشرحها الأساسية الموضوعات هذه بجمع قمت لقد
مجال في لغتهم قوة تقدير نحو C++ مبرمجي توجيه إلى تهدف التي الأمثلة بعض

الاصطناعي. الذكاء
لأولئك المراجع الكتاب نهاية في أدرجت وقد بنجاح، الهدف هذا أحقق أن آمل
للنقد، ومفتوحة تمامًا مجانية الأولى الطبعة هذه أكثر. التعمق في يرغبون الذين
التواصل عبر أو LinkedIn منصة على التعليقات خلال من الخبراء بملاحظات وأرحب
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info@simplifycpp.org الكتاب: موقع على المباشر
على: للمؤلف الشخصي الملف عبر أو

https://www.linkedin.com/in/aymanalheraki
مجانية ثانية طبعة إصدار سيتم والتصويبات، والاقتراحات الملاحظات هذه خلال من
والملاحظات. التعليقات جميع الاعتبار في الأخذ مع محسّنة، وشروحات موضوعات تتضمن

القراء. رضا العمل هذا يلقى أن آمل
الحراكي أيمن الكتيب: معد
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1 فصل

C++ لغة ودور الاصطناعي الذكاء في مقدمة

الرئيسية ومجالاته الاصطناعي الذكاء تعريف 1

من الآلات تمكن التي الخوارزميات أو الأنظمة إلى (IA) الاصطناعي الذكاء يشير
على الاصطناعي الذكاء يعتمد الحالات. بعض في البشري الذكاء تحسين أو محاكاة
واسعة مجموعة ويشمل السابقة، التجارب من والتعلم القرارات، واتخاذ البيانات، تحليل

والآلة. الإنسان بين والتفاعل الأداء تحسين في تساهم التي المجالات من
الحديثة التطبيقات من يتجزأ لا جزءًا الاصطناعي الذكاء أصبح الأخيرة، العقود خلال
من القيادة. ذاتية السيارات إلى وصولاً الصحية الرعاية من بدءًا الصناعات، مختلف في

الاصطناعي: الذكاء مجالات أبرز

الآلي التعلم .1
الآلات تدريب يتم الاصطناعي. الذكاء فروع أبرز أحد هو (ML) الآلي التعلم
البيانات. تلك على بناءً أدائها وتحسين البيانات من التعلم على المجال هذا في
البيانات في والتكرار الأنماط من تتعلم خوارزميات على الآلي التعلم ويعتمد
التنبؤ على الآلات قدرة المجال هذا يعزز العميقة). العصبية الشبكات (مثل
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المعقدة. للبيانات منطقي تحليل على بناءً القرارات واتخاذ

العميق التعلم .2
شبكات يستخدم الآلي التعلم من متقدم شكل هو (DL) العميق التعلم
معالجة طريقة لمحاكاة عميقة) عصبية (شبكات الطبقات متعددة عصبية
ضخمة بيانات على التعلم من النوع هذا يعتمد للمعلومات. البشري الدماغ
الصور على التعرف مثل عديدة لتطبيقات الأساس وهو كبيرة، حسابية وقوة

والنصوص. والصوت

(NLP) الطبيعية اللغة معالجة .3
تشمل البشرية. اللغة وتفسير فهم من الآلات تمكين على المجال هذا يركز
مثل الافتراضيين والمساعدين الآلية، الترجمة المجال لهذا الشائعة التطبيقات
الاصطناعي الذكاء يلعب النصوص. في المشاعر وتحليل و"سيري"، "أليكسا"
متقدمة. بطرق الطبيعية اللغة مع التعامل من الآلات تمكين في رئيسيًا دورًا

الحاسوبية الرؤية .4
ومقاطع الصور على التعرف على الآلات قدرة إلى الحاسوبية الرؤية تشير
هذا في التطبيقات تشمل البشرية. للرؤية مشابهة بطريقة وتحليلها الفيديو

القيادة. ذاتية والسيارات الطبية، الصور وتحليل الوجوه، على التعرف المجال

الروبوتات .5
مهام أداء من لتمكينها الآلات في الاصطناعي الذكاء الروبوتات مجال يدمج
الاصطناعي الذكاء تطبيق يمكن مستقل. شبه أو مستقل بشكل معقدة
البيئة، مع والتفاعل الفعلي، الوقت في القرارات اتخاذ لتحسين الروبوتات في

المعقدة. المساحات في والتنقل
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القرار واتخاذ التخطيط .6
واتخاذ المهام تخطيط على قادرة خوارزميات تطوير على المجال هذا يركز
الاصطناعي الذكاء تطبيق يتم المتاحة. والبيانات الحالي الوضع على بناءً القرارات
مثل معقدة، قرارات اتخاذ على تعتمد التي الأنظمة على المجال هذا في

الأسواق. في الاستثمار تحليل أو الاستراتيجية الألعاب

والكفاءة العالي بالأداء الاصطناعي الذكاء يرتبط لماذا 2

خاصة للبيانات، ضخمة معالجة الحديثة الاصطناعي الذكاء تطبيقات معظم تتطلب
يعتمد الطبيعية. اللغة ومعالجة الحاسوبية، والرؤية العميق، التعلم مثل مجالات في
معقدة حسابية مهام تنفذ لأنها نظرًا والكفاءة العالي الأداء على التطبيقات هذه نجاح

بسرعة.
معالجة إلى العصبية الشبكات تحتاج العميق، التعلم في المثال، سبيل على
بطيئة المعالجة هذه كانت إذا الطبقات. من العديد عبر البيانات من هائلة كميات
التطبيقات في مقبول غير تأخير أو دقيقة غير نتائج إلى تؤدي فقد فعالة، غير أو

الطبي. التشخيص أو القيادة ذاتية السيارات مثل للوقت الحساسة
زمنية فترة خلال هائلة حسابية قدرة عمومًا الاصطناعي الذكاء خوارزميات تتطلب
كبير بشكل المعالجة البيانات حجم يزداد العميق، التعلم مثل للتقنيات بالنسبة قصيرة.
الثانية. في الحسابية العمليات ملايين تنفيذ على الأنظمة يجبر مما يوم، بعد يومًا
التحكم وأنظمة الذاتية القيادة مثل لتطبيقات ضروري الفعلي الوقت في الأداء

وفعالة. سريعة أنظمة تتطلب التي والروبوتات الصناعي
الاصطناعي، الذكاء في الرئيسية التحديات أحد الذاكرة إدارة تُعد ذلك، إلى إضافة
تظهر هنا المتزامنة. والحسابات البيانات من هائلة كميات مع الأنظمة تتعامل حيث
يساعد مما الذاكرة، تخصيص في الكامل التحكم للمطورين تتيح إذ C++، لغة كفاءة
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المهام. تنفيذ زمن وتقليل الأداء تحسين في

العالي الأداء ذات المشاريع في C++ تاريخ 3

عاليًا أداءً تتطلب التي المشاريع في واسع نطاق على C++ لغة استخدام تم تاريخيًا،
المكثفة. الحسابية المهام في الممتاز وأدائها بالذاكرة التحكم في الكبيرة لقدراتها نظرًا
المفضل الخيار C++ أصبحت الآلي، التعلم وخوارزميات الاصطناعي الذكاء تطور مع

عالية. وسرعة ضخمة بيانات معالجة تتطلب التي المشاريع من للعديد
معقدة رياضية خوارزميات على كبير بشكل الاصطناعي الذكاء اعتمد البدايات، في
في الأمثل الأداء لتحقيق مثالية C++ وكانت والتكامل، والتفاضل الخطي الجبر مثل
والتجميع التصنيف مثل مجالات في الخوارزميات هذه استخدمت العمليات. هذه

الكبيرة. البيانات وتحليل
مكتبات تطوير في كبير بشكل C++ استخدام تم العميق، التعلم مجال في
للتعلم الأداء عالية بيئات توفر التي ،Caffeو TensorFlow مثل الاصطناعي الذكاء
أضيفت ثم وأدائها، سرعتها من للاستفادة C++ باستخدام المكتبات هذه بُنيت الآلي.

للمطورين. سهولة أكثر لجعلها Python واجهات

في Javaو Python مثل أخرى ولغات C++ بين مقارنة 4

الاصطناعي الذكاء تطبيقات

الأنسب اللغة اختيار إلى المطورون يحتاج الاصطناعي، الذكاء تطبيقات عن الحديث عند
البيانات مع التعامل على والقدرة الاستخدام وسهولة الأداء مثل عوامل على بناءً

المعقدة.
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الأداء •
الكامل التحكم بفضل الإطلاق. على البرمجة لغات أسرع من واحدة C++ تُعد
تقدم المتفوقة، الحسابية وقدراتها الذاكرة إدارة في للمطورين توفره الذي
بالمقابل، مكثفة. حسابية عمليات تتطلب التي للتطبيقات عالية تنفيذ سرعة
أنها إلا الاصطناعي، الذكاء لتطبيقات شيوعًا الأكثر اللغة هي Python أن رغم
توفر لا ولكنها جيدًا أداءً فتقدم Java أما التفسيرية. طبيعتها بسبب نسبيًا أبطأ

C++. تقدمه الذي الذاكرة في التحكم مستوى نفس

الذاكرة إدارة •
وهو الذاكرة، تخصيص وإلغاء تخصيص في دقيقًا تحكمًا للمطورين C++ توفر
سيناريوهات في الحال هو كما كبيرة بيانات مجموعات مع التعامل عند ضروري أمر
القمامة جمع أسلوب Javaو Python تستخدم العكس، على العميق. التعلم
بيانات مع العمل عند إضافيًا عبئًا يُسبب قد مما Collection)، (Garbage

ضخمة.

والتعلم الاستخدام سهولة •
عميقًا فهمًا تتطلب أنها إلا الأداء، لتحسين هائلة إمكانيات C++ توفر بينما
توفر Python. بـ مقارنة تعقيدًا أكثر يجعلها مما الذاكرة، وإدارة الأنظمة لبرمجة
في للمبتدئين الأنسب يجعلها مما سهولة، وأكثر أبسط تطوير بيئة Python
الاستخدام، وسهولة الأداء بين فتوازن Java أما الاصطناعي. الذكاء مجال

الذاكرة. إدارة في C++ تقدمه الذي التحكم مستوى توفر لا لكنها
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الخلاصة

المحددة. المشروع متطلبات على الاصطناعي الذكاء لتطبيقات اللغة اختيار يعتمد
الذاكرة، في دقيقًا وتحكمًا عاليًا أداءً تتطلب التي للمشاريع الأفضل الخيار C++ تُعد
الأكثر الخيار Python تبقى بينما العميق. والتعلم الحاسوبية الرؤية تطبيقات مثل
ومع الاصطناعي. الذكاء لمكتبات الكبير ودعمها استخدامها سهولة بفضل شيوعًا
في قوة الأكثر اللغة أنها C++ تثبت حاسمًا، أمرًا والكفاءة السرعة يكون عندما ذلك،

الاصطناعي. الذكاء تطبيقات تطوير
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2 فصل

C++ باستخدام الآلة تعلم

تحسين من الأنظمة يُمكّن الذي (AI) الاصطناعي الذكاء مجالات أحد هو الآلة تعلّم
لكل صريح بشكل برمجتها إلى الحاجة دون البيانات، من التعلّم خلال من تلقائيًا أدائها
في الأنماط على التعرف على قادرة رياضية نماذج بناء المجال هذا يتضمن خطوة.
أساسيات سنتناول الفصل، هذا في الأنماط. هذه على بناءً بالنتائج والتنبؤ البيانات
تطبيقات لتنفيذ المناسبة والمكتبات الأدوات بالتفصيل، C++ باستخدام الآلة تعلّم
مقارنة وأخيرًا C++، باستخدام بناؤها يمكن التي للتطبيقات عملية أمثلة الآلة، تعلم

أخرى. برمجة ولغات C++ بين التنفيذ سرعة

الآلة تعلم أساسيات إلى مقدمة 1

البيانات. على بناءً والتحسن التعلم يمكنها نماذج بناء على الآلة تعلم فكرة تعتمد
تقنيات ويتطلب مختلفًا غرضًا يخدم منها كل الآلة، تعلم من رئيسية أنواع ثلاثة هناك

الأنواع: هذه نستعرض دعونا متنوعة.

:( Supervised Learning ) الموجّه التعلم .1
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باستخدام النموذج تدريب يتم حيث الآلة، تعلم من شيوعًا الأكثر النوع هو هذا
من الهدف معروفة. ومخرجات (features) مدخلات على تحتوي بيانات
النموذج يتمكن حتى والمخرجات المدخلات بين العلاقة تعلم هو الموجه التعلم

مرئية. غير مدخلات على بناءً جديدة بمخرجات التنبؤ من
شائعة: أمثلة

"رسائل أو فيها" مرغوب غير "رسائل إلى الإلكتروني البريد رسائل تصنيف •
عادية".

التاريخية. البيانات إلى استنادًا الأسهم بأسعار التنبؤ •

السابقة. المناخ بيانات على بناءً الطقس بأحوال التنبؤ •
،( Regression Linear ) الخطي الانحدار المستخدمة: الخوارزميات
Neural ) العصبية الشبكات ،( Regression Logistic ) اللوجستي الانحدار

.( SVM ) الداعمة المتجهات وآلات ،( Networks

:( Unsupervised Learning ) الموجّه غير التعلم .2
يهدف ذلك، من بدلاً معروفة. المخرجات تكون لا الموجه، غير التعلم في
النوع هذا البيانات. في المخفية الهياكل أو الأنماط اكتشاف إلى النموذج
البيانات لتحليل الحاجة عند أو معلمة مخرجات بيانات وجود عدم عند مفيد

بشري. تدخل دون
شائعة: أمثلة

الشراء. سلوك على بناءً العملاء تصنيف •

(PCA). الرئيسية المكونات تحليل مثل الأبعاد تقليل تقنيات •
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صناعية. بيانات في الأنماط أو الشذوذ اكتشاف •
المكونات تحليل K-means، مثل التجميع خوارزميات المستخدمة: الخوارزميات

التنظيم. ذاتية والخرائط (PCA)، الرئيسية

:( Semi-supervised Learning ) الموجّه شبه التعلم .3
تدريب يتم النهج، هذا في الموجه. وغير الموجه التعلم بين النوع هذا يقع
غير البيانات من كبيرة كمية مع المعلمة البيانات من صغيرة كمية على النموذج
مكلفًا البيانات تصنيف يكون عندما التعلم دقة تحسين هو الهدف المعلمة.

طويلاً. وقتًا يستغرق أو
شائعة: أمثلة

توفر مع فقط الصور من قليل عدد تعليم يتم حيث الصور على التعرف •
المعلمة. غير الصور من العديد

البيانات من صغيرة مجموعة تستخدم التي الكلام على التعرف أنظمة •
معلمة. غير صوتية تسجيلات مع جنب إلى جنبًا المعلمة

(S3VM)، الموجهة شبه الداعمة المتجهات آلات المستخدمة: الخوارزميات
التوليدية. والنماذج التصنيفات، نشر

C++ باستخدام الآلة لتعلم والمكتبات الأدوات 2

تطبيقات لتطوير مثاليًا خيارًا يجعلها مما وسريعة، الاستخدامات متعددة لغة C++ تعتبر
لتنفيذ المتاحة والأدوات المكتبات من العديد هناك عاليًا. أداءً تتطلب التي الآلة تعلم

ومنها: C++، باستخدام الآلة تعلم
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TensorFlow: Lite .1
للأجهزة خصيصًا تصميمها تم الشهيرة، TensorFlow مكتبة من خفيفة نسخة
لتنفيذ C++ لغة Lite TensorFlow يستخدم الأشياء. إنترنت وأجهزة المحمولة

الموارد. محدودة الأجهزة على بكفاءة الآلة تعلم نماذج

MLPack: .2
مجموعة تقدم الآلة. لتعلم وتستخدم C++ بلغة مكتوبة المصدر مفتوحة مكتبة
الأبعاد. وتقليل التجميع، الانحدار، التصنيف، مثل لمهام الخوارزميات من شاملة

dlib: .3
تُستخدم الحاسوبية. والرؤية الآلة لتعلم أدوات توفر قوية المصدر مفتوحة مكتبة

الصور. وتصنيف الوجوه على التعرف مثل تطبيقات في واسع نطاق على

C++ باستخدام الآلة تعلم لتطبيقات عملية أمثلة 3

مختلفة فئات إلى الصور لتصنيف نموذج تدريب dlib: باستخدام الصور تصنيف •
مصنفة. بيانات باستخدام

بيانات باستخدام انحدار نموذج بناء MLPack: باستخدام الأسهم بأسعار التنبؤ •
المستقبلية. الأسهم بأسعار للتنبؤ تاريخية

وكيل تدريب Lite: TensorFlow باستخدام ألعاب بيئة في المعزز التعلم •
والعقوبات. المكافآت على بناءً روبوتية أو ألعاب بيئة في أفضل قرارات لاتخاذ
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أخرى ولغات C++ بين التنفيذ سرعة مقارنة 4

فعلى الأداء. حيث من Javaو Python مثل اللغات من العديد على تتفوق C++
المثال: سبيل

الخوارزميات تنفيذ عند خاصة بكثير، أسرع أداءً C++ تقدم :Python بـ مقارنة •
ضخمة. بيانات مجموعات معالجة أو المعقدة

والأداء. الذاكرة إدارة في أكبر تحكمًا C++ توفر :Java بـ مقارنة •

لتطبيقات الأفضل الخيار يجعلها مما السرعة، حيث من C++ تتفوق :R بـ مقارنة •
للبيانات. مكثفة معالجة تتطلب التي الآلة تعلم

الخلاصة

باستخدام عالٍ. أداء إلى تحتاج التي الآلة تعلم لتطبيقات وفعالة قوية لغة هي C++
من الاستفادة للمطورين يمكن ،dlibو MLPackو Lite TensorFlow مثل مكتبات

المجالات. مختلف في الآلة تعلم نماذج لبناء قوية أدوات

18



3 فصل

C++ باستخدام العميق التعلم

الاصطناعي؟ الذكاء في ودوره العميق التعلم هو ما 1

متعددة نماذج على يعتمد الآلي التعلم من ومتقدم حديث فرع هو العميق التعلم
البشري. الدماغ تعلم كيفية لمحاكاة الاصطناعية العصبية الشبكات من الطبقات
متتالية طبقات خلال من البيانات من معقدة أنماط تعلم إلى النماذج هذه تهدف
تقنيات عن العميق التعلم يختلف العميقة. العصبية بالشبكات عمومًا تُعرف متعددة،
استخراج إلى الحاجة دون الخام البيانات معالجة على قدرته في التقليدية الآلي التعلم
مثل معقدة مشكلات في دقيقة نتائج تقديم على قادرًا يجعله مما يدويًا، الميزات

الآلية. والترجمة الصوت ومعالجة الصور على التعرف

الحديثة، الاصطناعي الذكاء تطبيقات من للعديد الأساس حجر العميق التعلم يعد
وأنظمة الآلية، والترجمة الطبية، الصور وتحليل والروبوتات، القيادة، ذاتية السيارات مثل
تعديل خلال من البيانات من يتعلم النموذج أن في تكمن الأساسية الفكرة التوصيات.
حيث (Backpropagation)، العكسي" "الانتشار مثل تقنيات باستخدام تدريجيًا الأوزان

النتائج. دقة لتحسين باستمرار الأوزان تعديل يتم
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العميق للتعلم ++C مكتبات 2

يجعلها مما الأداء، عالية البرمجة مجال في الشائعة اللغات من واحدة ++C لغة تُعتبر
في دقيق تحكم من توفره لما نظرًا العميق التعلم تقنيات وتنفيذ لتطوير ممتازًا اختيارًا
والمهام الكبيرة البيانات مجموعات مع للتعامل مثالية يجعلها هذا والأداء. الذاكرة

مكثفة. حسابات تتطلب التي
++C: باستخدام العميق التعلم تدعم التي شهرة الأكثر المكتبات بين من

(LibTorch): ++C لـ PyTorch واجهة •
بفضل العميق التعلم في استخدامًا الأكثر المكتبات من واحدة PyTorch تُعتبر
LibTorch، بـ المعروفة بها، الخاصة ++C واجهة توفر ومرونتها. استخدامها سهولة
نفس باستخدام للمطورين يسمح مما ++C، بيئة في العميق التعلم إمكانيات

++C. داخل ولكن Python بلغة PyTorch في المتاحة والوظائف النماذج
وتقييمها، وتدريبها العصبية الشبكات لإنشاء قوية واجهات LibTorch توفر
تشبه التي (Tensors)، "التنسورات" باستخدام البيانات مع العمل تدعم كما

الأبعاد. متعددة المصفوفات
بسرعة العصبية الشبكات عمليات إجراء على القدرة هي ميزاتها أبرز من واحدة
عملية كبير بشكل يحسن مما CUDA، باستخدام GPU تسريع دعم مع وكفاءة

الكبيرة. البيانات لمجموعات والاختبار التدريب

Caffe: •
كاليفورنيا، جامعة في تطويرها تم المصدر مفتوحة مكتبة Caffe مكتبة تعد
وصُممت المجال، هذا في المتخصصة المكتبات أقدم من واحدة وهي بيركلي.
من لكل واجهات Caffe تدعم العصبية. للشبكات الأداء عالي للتدريب خصيصًا
++C. استخدام يفضلون الذين للمطورين مناسبة يجعلها مما ،C++و Python
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العالية بالكفاءة وتشتهر العصبية للشبكات ومرنًا بسيطًا تصميمًا Caffe تقدم
التعرف مثل واسع، نطاق على الصور معالجة تتطلب التي التطبيقات في
يجعلها مما كبير، بشكل الأداء لتعزيز GPU استخدام تدعم كما الصور. على

الحاسوب. رؤية مثل لمهام قويًا خيارًا

++C باستخدام بسيطة عصبية شبكة بناء 3

النموذج، بنية لتحديد أساسية خطوات ++C باستخدام عصبية شبكة إنشاء يتضمن
بسيطة عصبية شبكة لإنشاء المثال، سبيل على اختباره. ثم البيانات، باستخدام تدريبه

التالية: الخطوات اتباع يمكن ++C، لـ PyTorch واجهة باستخدام

الشبكة: تعريف .1
المخفية، والطبقات الإدخال، طبقة مثل العصبية، الشبكة طبقات تحديد أولاً يجب
طبقتين على تحتوي الشبكة كانت إذا المثال، سبيل على الإخراج. وطبقة

الطبقات. هذه لتعريف nn::Linear الدالة استخدام يتم مخفيتين،

العكسي: والانتشار الخطأ دالة .2
MSE أو Cross-Entropy مثل ) الخطأ دالة تحديد يتم الطبقات، تعريف بعد
استخدام ذلك بعد يتم المتوقع. والناتج الفعلي الناتج بين الفرق لقياس (

الأوزان. لتعديل العكسي الانتشار

التدريب: .3
تعديل ويتم العصبية، الشبكة إلى البيانات إدخال يتم التدريب، مرحلة أثناء
(SGD) التدريجي" العشوائي "النزول مثل تحسين خوارزمية باستخدام الأوزان

. Adam أو
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التقييم: .4
دقته. لتقييم جديدة بيانات على النموذج اختبار يتم التدريب، اكتمال بعد

باستخدام العميق التعلم لمشاريع عملية أمثلة حالة: دراسة 4

C++

C++ باستخدام الذاتية القيادة •
لمساعدة واسع بشكل العميق التعلم استخدام يتم الذاتية، القيادة مجال في
تلعب معها. والتفاعل بها المحيطة البيئة إدراك على القيادة ذاتية السيارات
والأداء الفعلي الوقت في البيانات معالجة ضمان في حيويًا دورًا ++C لغة

المعقدة. الأنظمة لهذه المطلوب العالي

القيادة ذاتية للمركبات إدراك نظام مشروع: •

Alphabet شركات إحدى ) Waymo مثل الذاتية، القيادة مجال في رائدة شركة
يقوم القيادة. ذاتية بالسيارات الخاص الإدراك نظام لتطوير ++C تستخدم ،(
متعددة، مستشعرات من الفعلي الوقت في البيانات بمعالجة النظام هذا
العميق التعلم خوارزميات ويستخدم والرادار، LiDARو الكاميرات ذلك في بما

بأمان. والتنقل القرارات واتخاذ بالمركبة المحيطة البيئة لفهم

المتبعة: الخطوات

المستشعرات: بيانات جمع .1
البيانات هذه تتضمن والرادار. LiDARو الكاميرات من البيانات جمع يتم
المحيطة للبيئة تفصيلية رؤية يوفر مما راداريًا، ومسحًا نقطية وسحبًا صورًا

بالمركبة.
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العميق: التعلم نموذج تصميم .2
الصور، بيانات لمعالجة (CNN) الالتفافية" العصبية "الشبكة يُستخدم
من التسلسلية البيانات مع للتعامل (RNN) المتكررة" العصبية و"الشبكة

المستشعرات.

النموذج: تدريب .3
تحويله ثم PyTorchو Python باستخدام البداية في النموذج تدريب يتم

LibTorch. باستخدام الفعلي الوقت في لاستخدامه ++C إلى

الفعلي: الوقت في الاستدلال .4
حيث بالمركبة، الخاص الحاسوبي النظام في المدرب النموذج دمج يتم

المستشعرات. بيانات لمعالجة الفعلي الوقت في يعمل

TensorRT: باستخدام التحسين .5
++C في TensorRT مكتبة استخدام يتم الاستدلال، سرعة لتحسين

النموذج. أداء لتحسين

النتيجة:
في المرور وإشارات والمركبات المشاة مثل الكائنات وتتبع اكتشاف في النظام نجح
منخفض انتقال بزمن النظام تشغيل ++C باستخدام التنفيذ يضمن الفعلي. الوقت

القيادة. ذاتية المركبات في للسلامة الأهمية بالغ أمر وهو عالية، وكفاءة

الخلاصة

تتطلب التي المجالات في المزايا من العديد ++C باستخدام العميق التعلم يوفر
يمكن ،Caffeو ++C لـ PyTorch واجهة مثل مكتبات مع كبيرة. وكفاءة عاليًا أداءً

23



تطبيقات من واسعة مجموعة تدعم عميقة عصبية شبكات ونشر بناء للمطورين
الاصطناعي. الذكاء
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4 فصل

C++ باستخدام المعزز التعلُّم

فيه يتعلم الآلي التعلم من نوع هو ( Reinforcement Learning ) المعزز التعلُّم
تغذية الوكيل يتلقى البيئة. مع التفاعل خلال من القرارات اتخاذ (Agent) الوكيل
ويهدف بها، يقوم التي الإجراءات على بناءً عقوبات أو مكافآت شكل على راجعة
نطاق على المعزز التعلُّم يُستخدم الوقت. مرور مع التراكمية المكافآت زيادة إلى
كبير باهتمام حظي وقد المستقلة، والأنظمة الألعاب، ونظرية الروبوتات، في واسع

القيادة. ذاتية والسيارات AlphaGo مثل إنجازات بسبب الأخيرة السنوات في

المعزز للتعلُّم الأساسية المفاهيم 1

للتعلُّم الرئيسية العناصر والخطأ. التجربة خلال من الوكيل يتعلم المعزز، التعلُّم في
تشمل: المعزز

معين. وقت أي في البيئة حالة تمثّل (State): الحالة •

جديدة. حالة إلى للانتقال الوكيل يتخذها التي الخطوة (Action): الإجراء •
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معين. إجراء تنفيذ بعد البيئة تقدمها التي الراجعة التغذية (Reward): المكافأة •

كل في القرارات لاتخاذ الوكيل يتبعها التي الاستراتيجية (Policy): السياسة •
حالة.

للوكيل. معينة حالة فائدة مدى تقدّر دالة :( Value Function ) القيمة دالة •

معينة. حالة في معين إجراء جودة تقدّر دالة :( Q-Function ) Q دالة •

المعزز التعلُّم في الشائعة الخوارزميات 2

المجال: هذا في الشائعة الخوارزميات بين من

حالات- قيم تقدير على تعمل النموذج عن مستقلة خوارزمية Q-Learning: •
الوقت. مرور مع السياسة لتحسين الإجراءات

العصبونية الشبكات يستخدم Q-Learning لـ امتداد :( DQN ) Q-Network Deep •
تعقيدًا. أكثر بيئات على المعزز التعلُّم تطبيق يتيح مما Q، دالة لتقريب العميقة

تحسين على تركز :( Policy Gradient Methods ) السياسات تدرج طرق •
المساحات ذات البيئات في وتُستخدم القيمة، دالة من بدلاً مباشرةً السياسة

للإجراءات. المستمرة

المعتمدة الطرق بين تدمج :( Actor-Critic Methods ) الممثل-الناقد طرق •
التعلم. كفاءة لتحسين والسياسة القيمة على
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C++ باستخدام المعزز التعلُّم تطبيق 3

في توفره الذي الدقيق التحكم بسبب المعزز للتعلُّم جدًا مناسبة بأنها C++ تتميز
أداءً تتطلب التي المعقدة الخوارزميات لتطبيق مثالية يجعلها مما والحسابات، الذاكرة

فوريًا.

الأساسية: الخطوات

البيئة: إعداد .1

الوكيل. معها سيتفاعل التي البيئة اختيار أو إنشاء هي الأولى الخطوة •
أو ،( Grid World ) مربعات شبكة مثل بسيطة، البيئة تكون أن يمكن

الروبوتات. أو الفيزيائية الأنظمة محاكاة مثل معقدة،

بيئات لإنشاء Physics Bullet أو Simbody مثل مكتبات استخدام يمكن •
C++. باستخدام الفيزياء على قائمة

والمكافآت: والإجراءات الحالات تعريف .2

الممكنة الإجراءات الشبكة)، في الوكيل موقع (مثل الحالات تحديد •
مكافآت تقديم (مثل المكافأة ودالة أسفل)، أو لأعلى التحرك (مثل

بالعوائق). الاصطدام عند وعقوبات الهدف إلى للوصول

المعزز: التعلُّم خوارزميات تنفيذ .3

قيم لتخزين Q جدول إنشاء يتم Q-Learning، مثل خوارزمية لتنفيذ •
Bellman Equation ) بيلمان معادلة باستخدام وتحديثه حالات-الإجراءات

.(
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التحديث: معادلة

Q(s, a) = Q(s, a) + α ·
(
r + γ ·max

a′
Q(s′, a′)−Q(s, a)

)
الرموز:

التعلم. معدل : α •

الخصم. عامل : γ •

الإجراء. عن الناتجة المكافأة : r •

الممكن. والإجراء الجديدة للحالة Q قيمة أعلى : Q(s′, a′) •

الخطوات:

عشوائية. أو صفرية بقيم Q جدول تهيئة •

s′ الجديدة الحالة ويلاحظ البيئة مع الوكيل يتفاعل (Episode)، حلقة لكل •
. r والمكافأة

بيلمان. المعادلة على بناءً (s, a) قيمة تحديث يتم •

. Q قيم تتقارب حتى العملية تتكرر •

العميق: المعزز التعلُّم .1

مثل مكتبات دمج إلى تحتاج فقد DQN، مثل طرقًا تستخدم كنت إذا •
الشبكات باستخدام Q دالة لتقريب TorchScript أو API C++ TensorFlow

. العصبونية
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المعزز: للتعلُّم مكتبات .2

SARSA. أو Q-Learning مثل خوارزميات لتطبيق تكييفها يمكن MLpack: •

Python، على غالبًا يعتمد Gym أن رغم C++): (عبر Gym OpenAI •
مثل بديلة بيئات أو ربط واجهات خلال من C++ مع استخدامه يمكن

Roboschool.

C++ باستخدام المعزز التعلُّم تحديات

في خاصة للذاكرة، كبيرًا واستهلاكًا مكثفة حسابات المعزز التعلُّم خوارزميات تتطلب
حاسمان أمران الخوارزمية كفاءة وضمان الذاكرة استخدام إدارة لذلك، المعقدة. البيئات

العالي. الأداء لتحقيق

الخلاصة

المعزز التعلُّم يتيح بينما C++. لمطوري فريدة وتحديات فرصًا المعزز التعلُّم يقدّم
هذه تطبيق فإن البيئة، مع التفاعل خلال من ذاتيًا المثلى السلوكيات تعلم للوكيل
التي والكفاءة القوة ذلك، ومع قوية. مهارات يتطلب C++ باستخدام الخوارزميات

الآلي. التعلُّم مجال في للأداء الحرجة للتطبيقات مثاليًا خيارًا تجعلها C++ توفرها
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5 فصل

C++ في المتوازية والحوسبة الأداء تحسين

التطبيقات في خصوصًا البرمجيات، لمطوري الرئيسية الأهداف أحد الأداء تحسين يُعتبر
الاصطناعي، الذكاء تطبيقات مثل البيانات، من كبيرة كميات معالجة تتطلب التي
بشكل تُسهم التي الميزات من العديد C++ لغة توفر الهندسية. والمحاكاة الألعاب،
الحوسبة من والاستفادة الذاكرة في الدقيق التحكم مثل الأداء، تحسين في كبير

المتوازية.

C++ في الذاكرة في التحكم 1

عالية للتطبيقات قويًا خيارًا C++ تجعل التي الميزات أبرز من واحدة تُعد الذاكرة إدارة
إدارة على تعتمد التي Python أو Java مثل الأخرى البرمجة لغات عكس على الأداء.
C++ تمنح ، ( Garbage Collection ) النفايات جمع تقنيات باستخدام التلقائية الذاكرة

تخصيصها. وإلغاء الذاكرة تخصيص في كاملاً تحكمًا المطورين
تحديد يستطيعون لأنهم كبير بشكل الأداء تحسين للمطورين التحكم هذا يتيح
الذاكرة عمليات في الضائع الوقت يقلل مما وتحريرها، الذاكرة تخصيص يتم وأين متى
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التي الأنظمة في خاص بشكل مهمًا يُعتبر الذاكرة في التحكم هذا الضرورية. غير
البرمجيات الألعاب، مثل للموارد، منخفضًا واستخدامًا سريعة استجابة أوقات تتطلب

ضخمة. بيانات مجموعات مع تتعامل التي الاصطناعي الذكاء وأدوات المدمجة،
والكومة ( Stack ) المكدس بإدارة للمطورين C++ تسمح ذلك، إلى بالإضافة
لإدارة ( Smart Pointers ) الذكية المؤشرات واستخدام صريح، بشكل ( Heap )
تكلفة لتقليل ( Memory Pooling ) الذاكرة تجميع استراتيجيات وتنفيذ تلقائيًا، الذاكرة
في الأداء لتحسين أساسية الميزات هذه متكرر. بشكل وإلغائها الذاكرة تخصيص

للوقت. الحساسة التطبيقات أو الموارد محدودة البيئات

C++ في المتوازية الحوسبة 2

خصوصًا C++، في الأداء لتحسين فعالية الأكثر التقنيات إحدى هي المتوازية الحوسبة
مهام إلى المهام تقسيم إلى المتوازية الحوسبة تشير حسابيًا. المكثفة المهام في
وحدات أو (CPUs) معالجات عدة عبر متزامن بشكل تنفيذها يمكن أصغر فرعية
استخدام كبير بشكل ذلك يُحسن (GPUs). الرسومات معالجة وحدات مثل معالجة

الثقيلة. الحسابية العمليات لإجراء المطلوب الوقت ويقلل النظام موارد
الإصدارات مع المتوازية. للحوسبة والتقنيات الأدوات من العديد C++ تُقدم
مدمجًا دعمًا اللغة وبُنى القياسية المكتبات توفر ،( C++11 من ابتداءً ) C++ من الحديثة
إنشاء إمكانية std::thread و std::async الدالتان توفر المثال، سبيل على للتوازي.
متعددة الأنظمة في الأداء يُحسن مما بالتزامن، المهام لتنفيذ (Threads) خيوط

النوى.
Atomic Operations ) الذرية العمليات مثل ميزات اللغة تقدم ذلك، على علاوة
تُعد التي ،( Thread-Safe Data Structures ) للخيوط الآمنة البيانات وهياكل (
C++ تجعل القدرات هذه المتوازية. المهام تنفيذ عند الصحيح التزامن لضمان أساسية

31



البيانات، وتحليل العلمية، والمحاكاة (HPC)، الأداء عالية للحوسبة خاص بشكل مناسبة
الحقيقي. الزمن في والتطبيقات

OpenCL و CUDA مكتبات 3

إنتاجية تتطلب التي المهام في خصوصًا بالكامل، المتوازية الحوسبة قوة لاستغلال
،OpenCLو CUDA مثل متخصصة مكتبات استخدام C++ لمطوري يمكن هائلة، حسابية
الحسابات لتنفيذ (GPUs) الرسومات معالجة وحدات من الاستفادة من تُمكن التي

كفاءة. أكثر بشكل المتوازية

:CUDA •
NVIDIA وحدات معالجة قوة من للاستفادة NVIDIA طورته برمجي عمل إطار
GPU، وحدات على تُنفذ C++ أكواد كتابة من المطورين CUDA تُمكن GPUs.
لتنفيذ GPU وحدة داخل المتوازية النوى آلاف من بالاستفادة يسمح مما
واسع نطاق على CUDA تُستخدم للغاية. عالية بسرعة الحسابية العمليات

والمحاكاة. العلمية، الحوسبة العميق، التعلم مثل مجالات في

:OpenCL •
CPUs، ذلك في بما متنوعة، منصات عبر تُنفذ برامج لكتابة مفتوح معيار
وتدعم CUDA من عمومية أكثر OpenCL تُعد أخرى. ومعالجات ،GPUsو
إلى بالإضافة ،NVIDIAو Intelو AMD مثل مختلفة، تصنيع شركات من أجهزة

المتخصصة. والمعالجات CPUs
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المتوازية الحوسبة باستخدام الأداء لتحسين عملية أمثلة 4

:GPU باستخدام العصبية الشبكات تدريب تسريع .1
باستخدام كبير بشكل التدريب تسريع يُمكن العميقة، العصبية الشبكات تدريب في
الحسابية العمليات آلاف تنفيذ GPU لـ المتوازية البنية تُتيح CUDA. مثل مكتبات
الأساسية الأخرى والحسابات المصفوفات ضرب مثل العمليات يُسرع مما بالتزامن،

العصبية. الشبكات في

المتوازية: بالحوسبة الرياضية الخوارزميات تحسين .2
أو Dijkstra خوارزميات مثل البياني الرسم خوارزميات أو العددية المحاكاة في
بشكل المهام لمعالجة أنوية عدة عبر العمل تقسيم يمكن Floyd-Warshall،

متوازٍ.

الخلاصة

المتوازية والحوسبة الذاكرة في التحكم خلال من الأداء لتحسين C++ استخدام يُتيح
التوسع. وقابلية السرعة تتطلب التي التطبيقات كفاءة لتحسين للمطورين هائلة فرصًا
والبيانات الاصطناعي الذكاء مثل مجالات في المتوازية الحوسبة أهمية تزايد مع
إلى الساعين للمطورين وأساسية قوية أداة C++ تبقى العلمية، والحوسبة الضخمة

الأداء. عالية تطبيقات إنشاء
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6 فصل

C++ في المدمج الاصطناعي الذكاء و الروبوتات

مقدمة

أداء على الأنظمة قدرة تحدد التي الرئيسية العوامل من البرمجة لغات تعد
من للعديد المفضل الخيار هو C++ يظل اللغات، هذه بين من المعقدة. المهام
سرعته بفضل (AI) المدمج الاصطناعي والذكاء الروبوتات مجالات في التطبيقات
نستعرض سوف الفصل، هذا في المحدودة. الموارد مع التعامل في وكفاءته العالية
الروبوتات، في استخداماته على التركيز مع الحيوية، المجالات هذه في C++ دور
قدرة تعزز التي المكتبات سنتناول كما (IoT). الأشياء وإنترنت القيادة، الذاتية السيارات
للمبرمجين يمكن وكيف ،ROSو OpenCV مثل المعقدة الأنظمة مع التعامل على C++

المدمجة. الاصطناعي الذكاء حلول لتطوير الأدوات هذه من الاستفادة

المدمجة الذكية الأنظمة في C++ 1

الأنظمة على الاصطناعي الذكاء تقنيات تطبيق إلى المدمج الاصطناعي الذكاء يشير
مثل في المعالجة. وقوة الذاكرة مثل محدودة بموارد عادةً تتمتع التي المدمجة،
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الأجهزة. مع الفوري والتفاعل الأمثل الأداء لتحقيق C++ استخدام يتم الأنظمة، هذه
الذاكرة، وتخصيص الحسابية العمليات في الدقيق التحكم على بقدرته C++ يشتهر
من كبيرة لكميات سريعة معالجة تتطلب التي الذكية للتطبيقات مناسبًا يجعله مما
من الحقيقي. الوقت في الفورية الاستجابة لضمان تحسين إلى تحتاج أو البيانات
للموارد منخفض استهلاك ضمان C++ لبرامج يمكن الأجهزة، مع المباشر التفاعل خلال

والكفاءة. السرعة على الحفاظ مع

في C++ من تستفيد التي المجالات أبرز من واحدة الروبوتات تعد الروبوتات •
معقدة بأنظمة مزودة الحديثة فالروبوتات المدمج. الاصطناعي الذكاء سياق
معالجة تتطلب التي والمحركات الاستشعار أجهزة من متنوعة مجموعة تشمل
الاصطناعي الذكاء خوارزميات على الحديثة الروبوتات تعتمد ودقيقة. فورية
وأداء بيئتها لتحليل القرارات واتخاذ الأشياء، على والتعرف العميق، التعلم مثل

مستقل. بشكل المهام

التي التفاعلية الروبوتات تطوير هي الروبوتات في الشائعة التطبيقات إحدى
القرارات واتخاذ محيطها لتحليل الاصطناعي والذكاء الكمبيوتر رؤية تستخدم
أدوات توفر حيث أساسية، OpenCV مكتبة تصبح هنا الفعلي. الوقت في
الأنظمة تمكين C++ لـ يمكن ذلك، إلى بالإضافة والفيديو. الصور لمعالجة قوية
مثاليًا يجعله مما ودقة، بسرعة المدخلات هذه مع التعامل من المدمجة

فورية. فعل ردود إلى تحتاج التي للروبوتات

القيادة الذاتية السيارات •

الأنظمة تطوير في أساسية لغة C++ يعد القيادة، الذاتية السيارات مجال في
السيارات هذه تعتمد بشري. تدخل دون العمل من السيارات تمكن التي
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الآلي، التعلم مثل المتقدمة الاصطناعي الذكاء خوارزميات من مجموعة على
التوجيه، مثل قرارات واتخاذ محيطها لفهم المسارات وتخطيط الكمبيوتر، ورؤية

المرور. إشارات وتفسير السرعة، في والتحكم

والصور الفيديو لمعالجة قوية أدوات OpenCV مكتبة توفر السياق، هذا في
(مكتبة PCL مثل مكتبات تُستخدم بينما السيارة، على المثبتة الكاميرات من
والرادار. LIDAR بيانات ذلك في بما الاستشعار، بيانات لمعالجة النقطية) السحابة
الأهمية بالغ أمر وهو الفعلي، الوقت في البيانات هذه معالجة C++ يضمن
الآمن. التنقل وضمان المتغيرة البيئات على بسرعة للرد القيادة الذاتية للسيارات

(IoT) الأشياء إنترنت •

بعضها مع المدمجة الأجهزة من العديد تتواصل الأشياء، إنترنت عالم في
الأجهزة على الطلب تزايد مع البيانات. وتحليل لجمع الشبكات عبر البعض
لإنترنت المدمجة الأنظمة تطوير في رائدة لغة C++ أصبح والفعالة، الذكية
وأتمتة البيئية، المراقبة وأنظمة الذكية، الاستشعار أجهزة ذلك في بما الأشياء،

الذكية. المنازل

يتم حيث محدودة، موارد ذات بيئات في عادة الأشياء إنترنت أجهزة تعمل
هناك ذلك، إلى بالإضافة والذاكرة. الطاقة كفاءة لتعظيم C++ استخدام
باستخدام تحقيقه يمكن ما وهو الشبكات، عبر للتواصل لأجهزة كبيرة حاجة
الأنظمة على C++ عبر تنفيذها يتم التي ،CoAPو MQTT مثل بروتوكولات

المدمجة.
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المدمج: الاصطناعي الذكاء في الرئيسية المكتبات 2

في المصدر مفتوحة المكتبات أشهر من واحدة OpenCV تُعد :OpenCV .1
في واسع نطاق على استخدامها يتم الكمبيوتر. ورؤية الصور معالجة مجال
الوقت في والصور الفيديو بيانات لتحليل القيادة الذاتية والسيارات الروبوتات
الوجوه، واكتشاف الأشياء، على للتعرف أدوات OpenCV تقدم الفعلي.
كما الأنماط. على للتعرف المتقدمة الخوارزميات من والعديد الحركة، وتتبع
للغاية مناسبة يجعلها مما والتجميع، التصنيف مثل الآلي التعلم تقنيات تدعم

المدمج. الاصطناعي الذكاء تتطلب التي للأنظمة

لتطوير المصدر مفتوح عمل إطار هو ROS الروبوتات): تشغيل (نظام ROS .2
أجهزة إدارة تسهل التي والمكتبات الأدوات من العديد يوفر الروبوتات. أنظمة
يتكامل الفعلي. الوقت في البيانات وتحليل المحركات، في والتحكم الاستشعار،
عالية تحكم برامج كتابة من المطورين يمكّن مما ROS، مع بسلاسة C++
وأجهزة الخوادم مثل المختلفة المكونات بين الاتصال ويسهل للروبوتات الأداء
أجزاء بين للتواصل تُستخدم متخصصة رسائل أنواع ROS تقدم الاستشعار.
يمكن ROS، في C++ باستخدام منظمة. بطريقة الروبوت نظام من مختلفة
الحقيقية، الزمنية التطبيقات في الأداء عالية بيانات معالجة تحقيق للمطورين
بيئات في المحركات حركة إدارة أو الروبوت كاميرا من الصور معالجة مثل

معقدة.
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والحلول: التحديات 3

هناك المدمج، الاصطناعي والذكاء الروبوتات في المزايا من العديد C++ يقدم بينما
إدارة هي الرئيسية التحديات من واحدة معالجتها. يجب التي التحديات من العديد
على يجب محدودة، موارد على تحتوي ما غالبًا المدمجة الأنظمة أن بما الذاكرة.
أن يمكن الأداء. تدهور أو التسربات لتجنب بعناية الذاكرة استخدام إدارة المطورين
المشاكل. هذه من التخفيف في الذاكرة وحجز الذكية المؤشرات مثل تقنيات تساعد

مع التفاعل إلى المدمجة الأنظمة تحتاج الأجهزة. مع التفاعل هو آخر تحدٍ
الاستشعار وأجهزة المحركات ذلك في بما الأجهزة، مكونات من واسعة مجموعة
مثل مكتبات خلال من الأجهزة مع للتفاعل اللغات أفضل من C++ يعد والكاميرات.
والتعدد بالأجهزة الاتصال مع للتعامل عمل أطر تقدم التي std::thread، و Boost

الخيطي.

المدمج: الاصطناعي الذكاء في الفعلي الوقت في المعالجة

الاصطناعي الذكاء أنظمة في الأهمية بالغ أمرًا الفعلي الوقت في المعالجة تعد
تعتمد المثال، سبيل على القيادة. الذاتية والسيارات الروبوتات في خاصة المدمجة،
وأجهزة والرادار الكاميرات من الفعلي الوقت في البيانات على القيادة الذاتية السيارات
الحقيقية الزمنية البيئات في C++ يتفوق فورية. قرارات لاتخاذ الأخرى الاستشعار
للمطورين يسمح مما المستوى، منخفضة الأدوات مع التعامل على قدراته بفضل

والعمليات. الذاكرة معالجة كيفية في بالتحكم

التشغيل أنظمة المطورون يستخدم ما غالبًا الفعلي، الوقت في العمليات لدعم
لإعطاء مخصصة جدولة خوارزميات بتصميم يقومون أو (RTOS) الحقيقية الزمنية
الاصطناعي الذكاء نموذج يتمكن أن الأنظمة هذه تضمن الحرجة. للمهام الأولوية
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بسرعة. القرارات واتخاذ الواردة البيانات معالجة من

المدمج: الاصطناعي للذكاء الآلي التعلم في C++ دور

دورًا C++ ويلعب المدمج، الاصطناعي الذكاء في أساسيًا مكونًا الآلي التعلم يعد
عالية اللغات أن حين في المدمجة. الأجهزة على الآلي التعلم نماذج نشر في مهمًا
يُستخدم C++ فإن الآلي، التعلم نماذج لتدريب عادة تُستخدم Python مثل المستوى

الجديدة. البيانات على المدرب النموذج تطبيق أي للاستدلال، غالبًا
بتشغيل تسمح C++ ارتباطات OpenCV و Lite TensorFlow مثل مكتبات تقدم
في C++ استخدام ميزة تكمن المدمجة. الأجهزة على بكفاءة الآلي التعلم نماذج
الحساسة للتطبيقات مثاليًا يجعله مما بسرعة، العمليات تنفيذ على قدرته في الاستدلال

القيادة. الذاتية والسيارات الروبوتات مثل للوقت

الخلاصة

سرعته بفضل المدمجة الذكية للأنظمة البرمجة لغات أقوى من واحدة C++ يعد
في التطبيقات تُظهر المستوى. منخفضة الأجهزة مع التفاعل على وقدرته وكفاءته
الذكاء في وأهميتها اللغة تنوع الأشياء وإنترنت القيادة الذاتية والسيارات الروبوتات
ROS، و OpenCV مثل مكتبات من الاستفادة خلال من الحديث. المدمج الاصطناعي
ذات الأجهزة على بكفاءة تعمل قوية اصطناعي ذكاء حلول إنشاء للمطورين يمكن
مع والتفاعل الذاكرة بإدارة المتعلقة التحديات من الرغم على المحدودة. الموارد
مما المدمج، الاصطناعي الذكاء مجال تطوير في أساسية أداة C++ يظل الأجهزة،

الصناعات. من واسعة مجموعة عبر الابتكارات في يساهم
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7 فصل

الطبيعية اللغة معالجة في C++ استخدام

(NLP) الطبيعية اللغة لمعالجة الأساسي التفسير 1

تمكين على يركز (AI) الاصطناعي الذكاء من فرع هي (NLP) الطبيعية اللغة معالجة
بها يعالج التي للطريقة مشابهة بطريقة البشرية اللغة وتحليل فهم من الحواسيب
النصية البيانات معالجة على قادرة أنظمة تطوير هو NLP من الهدف اللغة. البشر
تطبيقات تشمل معنى. وذو ذكي بشكل بالاستجابة لها تسمح بطريقة والصوتية
وأنظمة التلقائي، والتلخيص السياق، وفهم المعلومات، واستخراج الآلية، الترجمة NLP

الأسئلة. على الإجابة

المعاني، في والتعدد الغموض، بسبب التحديات من العديد NLP أنظمة تواجه
من واحدة البشرية. اللغة عليها تنطوي التي السياق على المعتمدة والتفسيرات
واللهجات، والقواعد، النحوية، والهياكل الكلمات، في الكبير التنوع هي التحديات أكبر

والعبارات. الكلمات معنى يشكل الذي المعرفي والسياق

الكيانات واستخراج الآلي، التعلم ونماذج النحوي، التحليل مثل تقنيات تطوير تم
التقنيات تدور النصوص. من المعنوية والبيانات الأنماط واستخراج التحديات هذه لمعالجة

40



والأساليب القواعد على القائمة الأساليب رئيسيين: نهجين حول NLP في الأساسية
ترميز على القواعد على القائمة الأساليب تركز البيانات). إلى المستندة (أو الإحصائية
الأساليب تعتمد بينما صريح، بشكل والقواعد) (النحو اللغوية القواعد حول المعرفة
أدت البيانات. من ضخمة كميات من الأنماط تتعلم التي الخوارزميات على الإحصائية
إلى المستندة الأساليب نحو التركيز تحويل إلى العميق التعلم في الحديثة التطورات
تعلم ( GPT , BERT المثال، سبيل على ) المحولات مثل للنماذج يمكن حيث البيانات،

ضخمة. بيانات مجموعات على التدريب خلال من المعقدة اللغوية الأنماط

اللغة نماذج وبناء النصوص لمعالجة C++ أدوات 2

تقدم C++ فإن NLP، مجال في شهرة الأكثر اللغة هي Python أن من الرغم على
معالجة تتطلب التي للتطبيقات خاصة والكفاءة، بالأداء الأمر يتعلق عندما كبيرة مزايا
كبيرة، بسرعة تعمل الكفاءة عالية خوارزميات كتابة للمطورين C++ تتيح كثيفة. بيانات
علاوة البيانات. من ضخمة كميات مع تتعامل التي NLP لمهام مثالية يجعلها مما
من المطورين يمكّن مما الذاكرة، إدارة في الدقيق التحكم C++ توفر ذلك، على
لغات في تحقيقها الصعب من سيكون التي المستوى منخفضة العمليات تنفيذ
وبناء النصوص لمعالجة المتاحة والمكتبات الأدوات من العديد هناك مستوى. أعلى

الأدوات: هذه أبرز من C++. باستخدام اللغة نماذج

(FAIR) الاصطناعي الذكاء في البحث فريق قبل من تطويره تم :FastText .1
النصي للتمثيل مصممة المصدر مفتوحة مكتبة هو FastText فيسبوك، في
ومصنفات (التضمين) الكلمات تمثيلات تعلم يمكنها التصنيف. مهام في والكفاءة
مفيدًا FastText يعتبر ضخمة. نصية بيانات مجموعات باستخدام النصوص
لأنه النصوص وتصنيف الكلمات تضمين بناء مثل المهام في خاص بشكل
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الكلمات تقسيم طريق عن القاموس في توجد لا التي الكلمات تمثيل يمكنه
أصغر. جزئيات إلى

والموازية المحسنة الخوارزميات مع العمل على القدرة أيضًا FastText يقدم
مثاليًا خيارًا يجعله وهذا بكفاءة. النصوص من كبيرة كميات معالجة يمكنها التي
التأخير. في انخفاضًا تتطلب التي NLP تطبيقات على يعملون الذين للمطورين

والمصفوفات، الخطي، الجبر مع لتعامل C++ مكتبة هي Eigen :Eigen .2
Eigen فإن NLP، لـ خصيصًا مصممة ليست أنها رغم المتجهية. والعمليات
المتعلقة الرياضية العمليات مع التعامل في للغاية مفيدة تكون أن يمكن
وتقليل المصفوفات، وتحليل الكلمات، تضمين مثل النصوص تمثيلات بمعالجة

الأبعاد.

إنشاؤها يتم التي الكبيرة والمتجهات المصفوفات لمعالجة Eigen استخدام يمكن
الكلمات، متجهات بين التشابهات حساب مثل NLP، مهام مع العمل عند غالبًا
المخصصة. الآلة تعلم نماذج تنفيذ أو (PCA)، الرئيسية المكونات تحليل إجراء أو

وظيفة تمدد عالية سمعة ذات C++ مكتبات من مجموعة هي Boost :Boost .3
وأداء النصية، السلاسل مع للعمل أدوات Boost توفر القياسية. C++ مكتبة
NLP. مهام في مفيدة وكلها التسلسلات، ومعالجة النصي، البحث عمليات
ومعالجة العادية، والتعبيرات النصية، السلاسل لمعالجة Boost خوارزميات تجعل

C++. على يعتمد NLP مشروع لأي قوية إضافة البيانية، الرسوم

spaCyو NLTK مثل مكتبات تُستخدم بينما :C++) واجهات (عبر spaCyو NLTK .4
على المعتمدة المكتبات هذه لدمج طرق هناك Python، في أساسي بشكل
الاستفادة خلال من Pybind11. أو Cython مثل واجهات عبر C++ مع Python
NLP لمكتبات الغنية الميزات من الاستفادة يمكنك معًا، Pythonو C++ من
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C++. توفرها التي الأداء مزايا من الاستفادة مع spaCyو NLTK مثل

Eigen أو FastText مثل مكتبات باستخدام بسيط نصوص تحليل نموذج بناء
النصوص لتحليل بسيط نموذج بناء كيفية نستكشف سوف القسم، هذا في
المطلوبة الخطوات بتفصيل لنقم .Eigenو FastText مثل والمكتبات C++ باستخدام

أساسي. NLP نموذج لبناء

بالنسبة البيانات. إعداد هي NLP نموذج بناء في الأولى الخطوة البيانات: إعداد .1
على تحتوي معنونة بيانات مجموعة جمع ذلك يتضمن النصوص، لتصنيف
يتطلب الكلمات، لتضمين بالنسبة مسبقًا. محددة فئات إلى تنتمي نصوص
مجموعة وحجم جودة تؤثر النموذج. لتدريب النصوص من ضخمة مجموعة الأمر
مجموعة استخدام المهم من لذا النموذج، أداء على مباشر بشكل البيانات

ممكن. قدر بأكبر المشكلة مجال تمثل بيانات

البيانات مجموعة تكون أن بمجرد الكلمات: تضمين لإنشاء FastText استخدام .2
كثيفة تمثيلات وهي الكلمات، تضمين لإنشاء FastText استخدام يمكنك جاهزة،
المعلومات مع التعامل FastText لـ يمكن مستمر. متجه فضاء في للكلمات
للكلمات حتى تمثيلات تعلم على قادرًا يجعله مما الجزئيات، مستوى على
أو النادرة الكلمات مع للتعامل مفيد هذا التدريب. بيانات في تظهر لا التي

المعقد. الصرف ذات اللغات

تدريبه تم نموذج لتحميل C++ في FastText استخدام كيفية على مثال إليك
معينة: لكلمة كلمة متجه على والحصول مسبقًا

#include <fasttext/fasttext.h>

int main() {
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fasttext::FastText model;
model.loadModel("path_to_pretrained_model.bin"); // Load a

pre-trained model↪→

// Get the word vector for a specific word
std::vector<float> word_vector;
model.getWordVector(word_vector, "example");

// Print the word vector
for (const auto& val : word_vector) {

std::cout << val << " ";
}
return 0;

}

المتجه تمثيل واسترجاع مسبقًا مدرب نموذج بتحميل نقوم المثال، هذا في
"example". لكلمة

استخدام يمكننا النموذج، تدريب بعد الكلمات: تمثيلات باستخدام النص تحليل .3
التشابه حساب يمكنك المثال، سبيل على النصوص. لتحليل الكلمات تضمين
تحليل يمكنك أو بهما، الخاصة المتجهات تمثيلات مقارنة طريق عن كلمتين بين
جملة. لكل الكلمات متجهات متوسط خلال من الجملة مستوى على التشابه

مدى لقياس متجهين بين الكوني التشابه حساب هي المفيدة الطرق إحدى
الجمل: أو الكلمات بين التشابه
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#include <iostream>
#include <vector>
#include <cmath>

double cosineSimilarity(const std::vector<float>& vec1, const
std::vector<float>& vec2) {↪→

float dot_product = 0 .0;
float norm1 = 0 .0;
float norm2 = 0 .0;

for (size_t i = 0; i < vec1.size(); i++) {
dot_product += vec1[i] * vec2[i];
norm1 += vec1[i] * vec1[i];
norm2 += vec2[i] * vec2[i];

}

return dot_product / (std::sqrt(norm1) * std::sqrt(norm2));
}

int main() {
// Example vectors (these would normally come from FastText or

another embedding)↪→

std::vector<float> vector1 = {0 .1, 0 .2, 0 .3};
std::vector<float> vector2 = {0 .4, 0 .5, 0 .6};

std::cout << "Cosine Similarity: " << cosineSimilarity(vector1,
vector2) << std::endl;↪→

return 0;
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}

بين التشابه مدى لقياس واسع نطاق على يُستخدم الكوني التشابه مقياس
مستندات. أو جمل أو كلمات تمثل متجهات

تصنيف في ترغب كنت إذا :FastText باستخدام النص تصنيف نموذج بناء .4
الإخبارية المقالات تصنيف المثال، سبيل (على مسبقًا محددة فئات إلى النصوص
تصنيف نموذج تدريب يمكنك والتكنولوجيا)، والسياسة، الرياضة، مثل فئات إلى
متعددة تصنيف نماذج تدريب FastText يدعم FastText. باستخدام النص

الكبير. الحجم ذات للمشاريع ممتازًا خيارًا ويعتبر كبيرة بسرعة الفئات

FastText: باستخدام النصوص تصنيف على بسيط مثال إليك .1

#include <fasttext/fasttext.h>

int main() {
fasttext::FastText model;
model.loadModel("path_to_model.bin");

std::string text = "This is an example text.";
int label = model.predict(text); // Predict the category of the text

std::cout << "Predicted label: " << label << std::endl;
return 0;

}
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التنبؤ ثم النصوص لتصنيف مسبقًا مدرب نموذج بتحميل نقوم المثال، هذا في
جديد. لنص الفئة بعلامة

التعامل في جدًا مفيدة Eigen مكتبة تعتبر :Eigen باستخدام البيانات تحليل .2
إجراء أو التشابهات، حساب مثل NLP، لمهام المطلوبة الرياضية العمليات مع
مثل عمليات إجراء في ترغب كنت إذا الأبعاد. تقليل أو المصفوفي، التحليل
Eigen توفر الكلمات، متجهات مصفوفة على (PCA) الرئيسية المكونات تحليل

بكفاءة. بذلك للقيام اللازمة الأدوات

المصفوفية: العمليات في Eigen لاستخدام مثال

#include <fasttext/fasttext.h>

int main() {
fasttext::FastText model;
model.loadModel("path_to_model.bin");

std::string text = "This is an example text.";
int label = model.predict(text); // Predict the category of the text

std::cout << "Predicted label: " << label << std::endl;
return 0;

}
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الخلاصة

بناء C++ لمطوري يمكن ،Eigenو FastText مثل أدوات من الاستفادة خلال من
خاصة بالأداء، الأمر يتعلق عندما كبيرة مزايا C++ توفر وفعالة. قوية NLP نماذج
تظل حين في الكمون. منخفضة الأنظمة بناء أو الكبيرة البيانات مجموعات لمعالجة
من للعديد اللازمة والكفاءة التحكم C++ توفر NLP، في السائدة اللغة هي Python
في حاسمًا دورًا C++ ستلعب NLP، تكنولوجيا تطور استمرار ومع العملية. التطبيقات

للتوسع. والقابلة الأداء عالية الحلول تطوير
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8 فصل

والقيود التحديات

التحديات تناول الضروري من الاصطناعي، الذكاء مجال في C++ استخدام مناقشة عند
أقوى من واحدة تظل C++ أن من الرغم على المطورون. يواجهها قد التي والقيود
بعض يعرض الاصطناعي الذكاء في استخدامها أن إلا أداءً، وأعلى البرمجة لغات
في Python. مثل أخرى بلغات مقارنتها عند وضوحًا أكثر تكون قد التي العقبات
الأدوات باستخدام عليها التغلب يمكن وكيف التحديات، هذه سنستعرض الفصل، هذا
مقابل Python باستخدام البرمجة سهولة بين مقارنة تقديم إلى بالإضافة الحديثة،

C++. لـ العالي الأداء

الاصطناعي الذكاء في C++ استخدام في والقيود التحديات 1

مع التعامل هي الاصطناعي الذكاء في C++ استخدام عند التحديات أكبر إحدى
الشبكات العميق، التعلم مثل الاصطناعي الذكاء لتقنيات المطلوبة المعقدة التحتية البنية
الخوارزميات تطوير فإن العالي، وأدائه بقوته C++ يُعرف بينما الآلي. والتعلم العصبية،
الجهد من مزيدًا ويتطلب كبير بشكل أطول وقتًا يستغرق قد اللغة بهذه المعقدة
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Python. مثل باللغات مقارنة
مع للعمل (IDE) التطوير بيئة إعداد عند خاصة مبكر، وقت في التحديات تبدأ
المتوفرة التطوير أدوات في البساطة إلى C++ تفتقر الاصطناعي. الذكاء مكتبات

تعقيدًا. أكثر المناسبة الأدوات واختيار العمل بيئة إعداد يجعل مما Python، في
يواجهها التي القيود أكبر من واحدة C++ في الذاكرة إدارة يعد ذلك، إلى بالإضافة
الكامل التحكم توفر لأنها C++ في قوة تعتبر الميزة هذه أن حين في المطورون.
الكبيرة النماذج مع التعامل عند صعبة تصبح قد أنها إلا والأداء، الذاكرة استخدام في
الخاصة الذاكرة إدارة الصعب من يكون قد المثال، سبيل على الاصطناعي. للذكاء
توزيع عند خاصة C++، في العميقة العصبية الشبكات في المستخدمة بالتنسورات

البيانات. من ضخمة كميات مع التعامل أو متعددة أجهزة عبر البيانات
ما وهو C++، باستخدام البرمجة يتطلبه الذي الكبير الوقت الأخرى القيود تشمل
توفر بينما لخوارزمياتهم. سريع تكرار عن يبحثون الذين للمطورين محبطًا يكون قد
إضافية خطوات C++ يتطلب سريعة، تعديلات بإجراء تسمح ديناميكية بيئة Python

التطوير. عملية يبطئ مما والتركيب، البناء في

الحديثة الأدوات باستخدام القيود على التغلب 2

والمكتبات الأدوات باستخدام عليها التغلب يمكن التحديات، هذه من الرغم على
الأدوات بعض تشمل C++. في الاصطناعي الذكاء تطوير لتعزيز المصممة الحديثة

يلي: ما الرئيسية

الذكاء تطوير تدعم مكتبات عدة توجد :C++ لـ الاصطناعي الذكاء مكتبات .1
.MLPackو Dlib، Caffe، TensorFlow، لـ C++ واجهة مثل C++، في الاصطناعي
تحسينها تم والتي مسبقًا المنفذة الخوارزميات من العديد المكتبات هذه تقدم
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دون الاصطناعي الذكاء نماذج بناء للمطورين يتيح مما الأداء، حيث من للغاية
الصفر. من شيء كل بناء لإعادة الحاجة

المعالجة مثل متقدمة تقنيات المطورين من العديد يستخدم الأداء: تحسين .2
العمليات لتسريع (GPU) الرسومات معالجة وحدة باستخدام والحوسبة المتوازية
ممتازًا دعمًا C++ يوفر الاصطناعي. الذكاء لمهام المطلوبة الثقيلة الحسابية
يتيح مما GPU، لحوسبة OpenCL و CUDA مثل أدوات مع التقنيات، لهذه

الأداء. عالية الاصطناعي الذكاء تطبيقات تطوير

وتوزيع بناء عملية لتبسيط CMake مثل أدوات تطوير تم الحديثة: البناء أنظمة .3
التحديات تخطي على الأنظمة هذه تساعد مختلفة. بيئات عبر C++ مشاريع

الكبيرة. المشاريع في والربط التجميع مراحل خلال تنشأ قد التي

مع جنب إلى جنبًا C++ استخدام للمطورين يمكن أخرى: لغات مع التكامل .4
يمكن المثال، سبيل على التطوير. عملية لتبسيط Python مثل أخرى لغات
التعامل Python لـ يمكن بينما عاليًا، أداءً يتطلب الذي للكود C++ استخدام
والتحليل. المبدئية، والمعالجة البيانات، تحميل مثل المستوى عالية المهام مع
Boost.Python، مثل مكتبات أو Python-C++ روابط مثل تقنيات باستخدام

بكثير. أسهل التكامل هذا يصبح

(C++) العالي والأداء (Python) البرمجة سهولة بين مقارنة 3

Python البرمجة. سهولة مستوى هي Python و C++ بين الفروقات أكبر إحدى
مما استخدامها، وسهولة ببساطتها معروفة وديناميكية، المستوى عالية لغة هي
الاصطناعي. الذكاء مجال في العاملين المطورين من للعديد الاختيار لغة يجعلها
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تحتوي التي PyTorch و Keras و TensorFlow مثل جاهزة مكتبات Python توفر
Python تدعم ذلك، إلى بالإضافة مسبقًا. منفذة عميق تعلم خوارزميات على
في واختبارها بسرعة الخوارزميات بتعديل للمطورين يسمح مما التفاعلية، البرمجة

الاصطناعي. الذكاء تطوير عملية في حاسم أمر وهو الفعلي، الوقت
في دقيق تحكم توفير على قدرتها بفضل عاليًا أداءً C++ تقدم أخرى، ناحية من
أداءً تتطلب التي الاصطناعي الذكاء تطبيقات في المتوازية. والحوسبة الذاكرة إدارة
حسابات تشمل التي النماذج أو الكبيرة البيانات تحليل على تعتمد التي تلك مثل عاليًا،
والكفاءة. التنفيذ سرعة حيث من Python على يتفوق قويًا خيارًا C++ تقدم معقدة،
إتمامها يمكن التي المهام نفس لإنجاز تعقيدًا أكثر كودًا C++ يتطلب ذلك، ومع
البيانية والهياكل الذاكرة، إدارة مع التعامل ذلك يشمل Python. في أكبر بسهولة
إلى C++ تفتقر ذلك، على علاوة للمشاريع. أفضل تخطيط إلى والحاجة المعقدة،
Python، في المتوفرة تلك مثل الاصطناعي الذكاء في المتخصصة المكتبات من العديد

مخصصة. حلول بناء إلى المطورين يضطر قد مما

الخلاصة

المشروع كان إذا المحددة. المشروع متطلبات على Python و ++C بين الاختيار يعتمد
ومع المثالي. الخيار هي Python فإن مستمر، وتكرار بسرعة نماذج تطوير يتطلب
استخدام إلى تحتاج التي المشاريع في خاصة الأداء، هي الأولوية كانت إذا ذلك،
أدوات تتطلب أنها من الرغم على الأفضل، الخيار C++ تظل الحاسوبية، للموارد مكثف

الخوارزميات. وتطوير المعقدة الذاكرة بإدارة المتعلقة التحديات على للتغلب حديثة
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9 فصل

الاصطناعي الذكاء في C++ مستقبل

بفضل الأداء عالية الأنظمة تطوير في استخدامًا اللغات أكثر من واحدة C++ تظل
لتطبيقات الأهمية بالغ أمر وهذا والموارد. الذاكرة مع التعامل في الاستثنائية كفاءتها
الذكاء تقنيات تقدم استمرار مع عاليًا. أداءً تتطلب التي (AI)، الاصطناعي الذكاء
الكبيرة البيانات مجموعات بإدارة تتعلق جديدة تحديات المطورون يواجه الاصطناعي،
التي مزاياها بفضل التطبيقات لهذه قويًا خيارًا C++ تظل المعقدة. الحسابات وتنفيذ

المجالات. هذه في لها مثيل لا

C++20 ذلك في بما المستمرة، التحديثات خلال من التطور في C++ لغة تستمر
هذه الاصطناعي. للذكاء السريع التطوير تدعم جديدة ميزات تقدم التي ،C++23و
تحسين خلال من الاصطناعي الذكاء لتطبيقات ملاءمة أكثر C++ تجعل التحديثات

المعقدة. الأنظمة ودعم الأداء
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الذكاء تطبيقات تدعم التي C++ في الأخيرة التطورات 1

الاصطناعي

في تساهم التي والتحسينات الميزات من العديد تقديم تم ،C++23و C++20 في
مثل: الاصطناعي، بالذكاء مرتبطة مجالات في البرامج أداء تعزيز

في الخيوط متعددة برامج كتابة الأسهل من أصبح التزامن: في تحسينات .1
المعالجات من الكاملة بالاستفادة للمطورين يسمح مما ،C++23و C++20
تدريب في خاصة الاصطناعي، للذكاء الأهمية بالغ أمر وهذا النواة. متعددة
كبيرة كميات معالجة تتطلب التي العميقة) العصبية الشبكات (مثل النماذج
std::async و std::jthread مثل التحسينات قصير. وقت في البيانات من
بشكل الأداء تحسين إلى يؤدي مما متوازية، شيفرة كتابة السهل من تجعل

عام.

مكتبات في تحسينات C++23و C++20 قدمت الضخمة: البيانات مع التعامل .2
و std::vector مثل STL في المحسنة الحاويات مثل البيانات، مع التعامل
أمر وهذا الكبيرة. البيانات مجموعات مع بفعالية العمل يسهل مما ،std::map
ضخمة كميات معالجة إلى تحتاج التي الاصطناعي الذكاء لتطبيقات أساسي

البيانات. من

على كبير بشكل الاصطناعي الذكاء يعتمد الرياضية: المكتبات في تحسينات .3
تم الجبرية. والوظائف المصفوفات ضرب مثل المعقدة الرياضية العمليات
std::cmath مكتبات ذلك في بما ،C++23و C++20 في العمليات هذه دعم تحسين
البيانات مجموعات على الأداء عالية الحسابات تسهل التي ،std::valarray و

الكبيرة.
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التكامل في أسهل C++ أصبحت الخارجية: المكتبات مع التكامل في تحسينات .4
يتيح العلمية. الحوسبة أو الآلي التعلم مكتبات مثل الخارجية، المكتبات مع
اختراع إعادة إلى الحاجة دون المتقدمة الأدوات من الاستفادة للمطورين ذلك

الاصطناعي. الذكاء تطوير تسريع في يساعد مما العجلة،

حاسمًا أمرًا C++ في الموزعة الحوسبة دعم يعد الموزعة: الحوسبة دعم .5
أو أجهزة عدة عبر البيانات معالجة إلى تحتاج التي الاصطناعي الذكاء لتطبيقات
الأنظمة بناء أصبح C++20، في std::filesystem مثل الإضافات مع خوادم.
الاصطناعي الذكاء تطبيقات توسيع من المطورين يمكّن مما سلاسة، أكثر الموزعة

فعال. بشكل

Python مثل أخرى لغات مع C++ دمج استراتيجيات 2

وأطر الاصطناعي الذكاء مكتبات من العديد كتابة تم استثنائيًا، أداءً C++ تقدم بينما
وسهولة لبساطتها نظرًا Python باستخدام PyTorchو TensorFlow مثل الآلي التعلم
من الاستفادة للمطورين Python مع C++ دمج يتيح السياق، هذا في استخدامها.

اللغتين. مزايا

الأكثر الأجزاء كتابة للمطورين يمكن للأداء: الحساسة للأجزاء C++ استخدام .1
حسابات مثل C++، باستخدام الاصطناعي الذكاء أنظمة في للأداء حساسية
في الأجزاء هذه دمج ثم المعقدة، الرياضية العمليات أو العصبية الشبكات
واجهات Boost.Python و pybind11 مثل أدوات توفر Python. تطبيقات
أداء من بالاستفادة للمطورين يسمح مما سلس، بشكل Pythonو C++ بين

Python. استخدام بسهولة التضحية دون C++
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مكتبات استخدام للمطورين يمكن Python: في C++ مكتبات من الاستفادة .2
يسمح مما ،ctypes أو Cython مثل واجهات خلال من Python داخل C++
يسرع أن يمكن هذا مباشرة. C++ الشيفرة من بالاستفادة Python لبرامج
على المعتمد الاصطناعي الذكاء عمل إطار داخل الحسابية المهام بعض

Python. استخدام سهولة فقدان دون Python،

الأجهزة إلى الوصول يمكنه C++ لأن نظرًا الآلي: التعلم أدوات مع C++ دمج .3
Python مع دمجه يمكن (GPU)، الرسومات معالجة وحدات مثل المتخصصة
الاصطناعي. الذكاء حسابات لتسريع OpenCL أو CUDA مثل مكتبات باستخدام
حسابات مثل C++ في الثقيلة المهام مع التعامل يمكن المثال، سبيل على
التعلم خوارزميات وتنفيذ البيانات تدفق في Python تتحكم بينما المصفوفات،

الآلي.

الذكاء تطبيقات في الاصطناعي: الذكاء في المدمجة للأنظمة C++ استخدام .4
الموارد، المحدودة الأنظمة أو المدمجة الأجهزة على تعمل التي الاصطناعي
تحليل مع Python تتعامل بينما الأساسية، الأنظمة لبناء C++ استخدام يمكن
API C++ PyTorch التطبيقات برمجة واجهة تسمح النماذج. وتدريب البيانات
المدمجة الأجهزة على للأداء C++ تحسين مع الأنظمة، هذه بدمج للمطورين

المستوى. عالية للمهام Python ومعالجة

الاصطناعي الذكاء مع C++ دمج في والفرص التحديات 3

المطورون يواجهها قد التي التحديات بعض هناك المزايا، هذه كل من الرغم على
فهمًا المختلفة البرمجة لغات ربط يتطلب الاصطناعي. الذكاء مع C++ دمج عند
بعض تتطلب قد بكفاءة. اللغات بين العمليات وتنفيذ بفعالية ربطها لكيفية عميقًا
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عبر سلس بشكل الشيفرة عمل لضمان الأساسية الأنظمة عبر تكاملاً أيضًا المكتبات
مختلفة. بيئات

فوائد استكشاف من المطورين التحديات هذه تمنع أن ينبغي لا ذلك، ومع
Python مثل العليا اللغات تظل بينما الاصطناعي. الذكاء تطبيقات في C++ استخدام
مثاليًا أداءً تتطلب التي للأنظمة المثالي الخيار C++ تظل المجال، هذا في شائعة

المتقدمة. الأجهزة مع التعامل في أكبر ومرونة

الخلاصة

التطبيقات في خاصة الاصطناعي، الذكاء مستقبل في كبيرة بإمكانات C++ تتمتع
المستمرة التحسينات مع واسع. نطاق على بيانات ومعالجة عالية كفاءة تتطلب التي
أخرى لغات مع C++ دمج الأسهل من أصبح ،C++23و C++20 خلال من اللغة في
دمج يقدم اللغتين. في ما أفضل من الاستفادة للمطورين يتيح مما Python، مثل
تطبيقات فعالية وتحسين الأداء لتعزيز هائلة فرصة الاصطناعي الذكاء تقنيات مع C++

بسرعة. المتطور المجال هذا في الاصطناعي الذكاء
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10 فصل

الحقيقي العالم من أمثلة

في C++ باستخدام الحقيقي العالم من وأمثلة مشاريع 1

الاصطناعي الذكاء

التكنولوجيا، من مختلفة جوانب يلمس ومعقد واسع مجال هو (AI) الاصطناعي الذكاء
الاصطناعي والذكاء الصور، وتحليل العميقة، العصبية الشبكات إلى الآلي التعلم من
العالية كفاءته بسبب المجال هذا في كبيرًا دورًا C++ يلعب البرمجة، عالم في العام.
التي للتطبيقات مثاليًا خيارًا يجعله مما الموارد، واستخدام الأداء مع التعامل في

عالية. سرعة تتطلب
تشمل: الاصطناعي الذكاء في C++ لـ البارزة الاستخدامات بعض

العميقة العصبية الشبكات تتطلب الآلي: والتعلم العميقة العصبية الشبكات •
C++ قدرة بفضل معقدة. حسابات وإجراء البيانات من كبيرة كميات معالجة
تحسين للمطورين يمكن بكفاءة، الذاكرة وإدارة الأجهزة مع المباشر التفاعل على
الرغم على ،Torch و TensorFlow مثل مكتبات تستخدم الحسابات. سرعة
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أقصى لتحقيق C++ جوهرها في Python، بلغة API واجهات توفر أنها من
أداء.

استخدامًا اللغات أكثر من C++ يُعتبر الكمبيوتر، رؤية مجال في الكمبيوتر: رؤية •
سبيل على والفيديو. الصور معالجة مع تتعامل التي الخوارزميات لتطوير
من للعديد الفقري العمود تشكل التي الشهيرة، OpenCV مكتبة المثال،
بيانات معالجة تتطلب لأنها C++ باستخدام تطويرها تم الكمبيوتر، رؤية تطبيقات

عالٍ. بأداء كبيرة

الاصطناعي الذكاء خوارزميات تطوير في C++ استخدام يتم التنبؤية: النمذجة •
في المثال، سبيل على البيانات. على بناءً التنبؤات تتطلب التي للتطبيقات
تتنبأ التي الاصطناعي الذكاء أنظمة لتطوير C++ استخدام يتم الفيديو، ألعاب
المستخدم. تجربة يعزز مما لذلك، وفقًا التفاعلية البيئة وتعدل اللاعبين بأفعال

بيئة مع تتفاعل التي الخوارزميات على المعزز التعلم يعتمد المعزز: التعلم •
الأنظمة هذه تطوير في C++ استخدام يُفضل معينة. استراتيجيات لتعلم

عالية. بسرعة الحسابية المهام وينفذ الأداء في دقيقًا تحكمًا يوفر لأنه

جوجل مثل الكبرى التقنية الشركات في C++ دور تحليل 2

وفيسبوك

مثل شركات تقدمها التي والخدمات التطبيقات من العديد في مركزيًا دورًا C++ يلعب
الواقعي الاستخدام على رئيسية أمثلة الشركات هذه يجعل مما وفيسبوك، جوجل

المعقدة. التكنولوجية التحتية والبنية الاصطناعي الذكاء في C++ لـ
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تعتمد التي التطبيقات أكبر من واحدًا الشهير البحث محرك يُعتبر جوجل: •
محرك إلى بالإضافة والأداء. العالية الكفاءة لضمان C++ على كبير بشكل
خرائط مثل الأخرى الأنظمة من العديد في C++ جوجل تستخدم البحث،
خوارزميات في C++ جوجل تستخدم المثال، سبيل على جوجل. صور و جوجل
التي السرعة بسبب الاصطناعي، بالذكاء المدعومة والفيديو الصور تصنيف
من العديد تطوير في C++ يُستخدم كما الحسابية. المهام في C++ يوفرها
العميق التعلم مكتبات أكثر (إحدى TensorFlow مثل الأداء عالية الأنظمة

جوهرها. في C++ على تعتمد التي شهرة)،

لتطوير C++ على كبير بشكل تعتمد أخرى شركة هي فيسبوك فيسبوك: •
النظام من أجزاء بناء في C++ يُستخدم المثال، سبيل على التحتية. بنيتها
تستخدم كما الاجتماعية. الشبكة على المحتوى وتوصيل الرسائل تدير التي
ضخمة مجموعات تدير التي الآلي التعلم خوارزميات تطوير في C++ فيسبوك
تجربة تقديم لفيسبوك C++ يتيح الأداء. عالية معالجة وتتطلب البيانات من
أو الفعلي الوقت في البيانات عرض في سواء وفعالة، سريعة مستخدم

الذكية. الخوارزميات على بناءً المخصص المحتوى توصيل

التقنية الشركات من العديد في البيانات: قواعد ومحركات التشغيل أنظمة •
التشغيل أنظمة تطوير في أيضًا C++ يُستخدم وفيسبوك، جوجل مثل الكبرى
البيانات قواعد محركات تعتمد المثال، سبيل على البيانات. قواعد ومحركات
البيانات. معالجة في عالٍ أداء لتوفير C++ على PostgreSQL و MySQL مثل
Google مثل المتقدمة التخزين تقنيات تطوير في C++ يُستخدم وبالمثل،

Bigtable. و System File
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الكبرى التقنية الشركات في C++ يُفضل لماذا 3

المشاريع من العديد في المفضلة اللغة هو C++ تجعل التي الأسباب من العديد هناك
الاصطناعي: الذكاء مجال في خاصة الكبرى، التقنية الشركات في الكبيرة

مما الذاكرة، تخصيص في دقيقًا تحكمًا C++ يوفر الذاكرة: في الكامل التحكم •
الحالات في خاصة كبير، بشكل التطبيقات أداء تحسين من المطورين يمكّن
في التطبيقات مثل الفعلي، الوقت في الكبيرة البيانات معالجة تتطلب التي

الاصطناعي. الذكاء

المهام مع التعامل في اللغات أسرع من واحدًا C++ يُعد العالي: الأداء •
مما وسيطة، طبقات وجود وعدم الأجهزة من لقربه نظرًا المكثفة الحسابية

عاليًا. أداءً تتطلب التي للتطبيقات مثاليًا يجعله

تعمل التي الأنظمة بناء في C++ يُستخدم الموزعة: الأنظمة مع التوافق •
التي للبيانات الضخمة للمعمارية أساسي أمر وهو الموزعة، الحوسبة على
واسع. نطاق على خدماتها لتقديم وفيسبوك جوجل مثل شركات تستخدمها

المتخصصة المكتبات من واسعة مجموعة C++ يوفر والأدوات: المكتبات دعم •
،OpenCV و TensorFlow و Eigen مثل والرياضيات الاصطناعي الذكاء في

الاصطناعي. الذكاء تطبيقات تطوير كبير بشكل يسرع مما

تسمح التي والميزات الأدوات من العديد C++ يوفر المتوازية: المعالجة قدرات •
التي للأنظمة مثاليًا يجعله مما والمتوازية، الخيوط متعددة الأنظمة بتطوير

الاصطناعي. الذكاء في المتوازية المعالجة على تعتمد
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الخلاصة

قدرته بفضل الاصطناعي، الذكاء مجال في اللغات وأكبر أقوى من واحدة C++ يُعد
الشركات تعتمد بكفاءة. الموارد وإدارة المكثفة الحسابية المهام مع التعامل على
ودقة عالٍ أداء لتوفير أنظمتها من للعديد C++ على وفيسبوك جوجل مثل الكبرى
هذه خلال من المعقدة. التحتية البنى وإدارة الكبيرة البيانات مجموعات معالجة في
هي بل قديمة برمجة لغة مجرد ليست C++ أن يتضح الحقيقي، العالم من الأمثلة
مستقبل تشكل التي المتقدمة الاصطناعي الذكاء تقنيات تطوير في أساسي عنصر

الكبرى. التقنية الصناعات
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11 فصل

الاصطناعي الذكاء لتطبيقات C++ لتعلم المطور دليل

الذكاء في واستخدامها C++ لتعلم اللازمة والأدوات الموارد 1

الاصطناعي

الاصطناعي الذكاء تطبيقات تطوير في المستخدمة اللغات أقوى من واحدة C++ تعد
البحث تقدم مع المعقدة. للأنظمة اللازمة والمرونة العالي الأداء توفر حيث (AI)،
في أساسية C++ أصبحت (DL)، العميق والتعلم (ML) الآلي التعلم مثل مجالات في
في الموارد. استخدام في وكفاءة سريعة معالجة تتطلب التي التطبيقات من العديد
أن يمكن التي والموارد للأدوات قوي فهم لديك يكون أن المهم من السياق، هذا

الاصطناعي. الذكاء مشاريع في C++ واستخدام تعلم في تساعدك

باستخدام الاصطناعي الذكاء تطبيقات تطوير في البدء قبل C++ أساسيات إتقان •
إتقان ذلك يشمل اللغة. في قوي أساس لديك يكون أن الضروري من C++،
المتقدمة البيانية والهياكل الدوال، المراجع، المؤشرات، الفئات، مثل المفاهيم
الأساسيات هذه ستساعدك البيانية. والرسوم الأشجار، المرتبطة، القوائم مثل
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المؤشرات، باستخدام الذاكرة وإدارة البيانات مع بكفاءة التعامل كيفية فهم على
الاصطناعي. الذكاء تطوير في الأهمية بالغ أمر وهو

للذكاء C++ استخدام عند الاصطناعي الذكاء تدعم التي والأطر المكتبات •
التطوير عملية تسهل أن يمكن التي المكتبات من العديد هناك الاصطناعي،
المكتبات بعض إليك الخوارزميات. وتنفيذ النماذج لبناء اللازمة الأدوات وتوفر

بها: دراية على تكون أن يجب التي المهمة

معروف TensorFlow أن من الرغم على :TensorFlow لـ C++ واجهة –
واجهة أيضًا يوفر أنه إلا به، الخاصة Python بواجهة أساسي بشكل

النماذج. وتشغيل بناء لك تتيح التي C++

في بما متقدمة، آلي تعلم أدوات تقدم المصدر مفتوحة مكتبة :Dlib –
النماذج. وتدريب التنبؤ، الصور، تصنيف ذلك

وتوفر C++ بلغة مكتوبة ومرنة سريعة آلي تعلم مكتبة :MLPack –
الكثافة. وتقدير والانحدار، التصنيف، مثل الخوارزميات من العديد

على وتستخدم C++، على مبنية شهيرة حاسوبية رؤية مكتبة :OpenCV –
الصور معالجة في خاصة الاصطناعي، الذكاء تطبيقات في واسع نطاق

والفيديو.

هي أخرى رئيسية أداة المساعدة والأدوات (IDEs) المتكاملة التطوير بيئات .3 •
الأخطاء. وتصحيح البرمجة تسهل أن يمكن التي (IDE) المتكاملة التطوير بيئة

الشائعة: IDE C++ بيئات بين من

ميزات مع C++، لـ قوي دعم مع JetBrains من قوية IDE :CLion –
Git. مع والتكامل التلقائي التصحيح مثل
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C++، لمطوري استخدامًا التطوير بيئات أكثر من واحدة :Studio Visual –
Windows. بيئة في خاصة

خاصة والمعقدة، الكبيرة المشاريع إدارة على تساعدك بناء أداة :CMake –
C++. باستخدام الاصطناعي الذكاء تطبيقات تطوير عند

الذكاء بتطبيقات يهتمون الذين للمطورين الطريق خريطة 2

الاصطناعي

C++ باستخدام

عليك يجب C++، باستخدام الاصطناعي الذكاء تطبيقات تطوير في ماهرًا لتصبح
قوية معرفية قاعدة لبناء تدريبية مراحل عدة ذلك يشمل منظم. تعلم مسار اتباع

عمليًا. وتطبيقها

والحسابية الرياضية المبادئ فهم .1

مثل مجالات في خاصة الرياضيات، على كبير بشكل الاصطناعي الذكاء يعتمد
الاحتمالات، الخطي، الجبر مثل مفاهيم إتقان الضروري من العميق. والتعلم الآلي التعلم
كيفية لفهم ضرورية الأساسيات هذه والتكامل. التفاضل وحساب المعلومات، نظرية

النتائج. تفسير وكيفية وتحسينها، النماذج، تدريب

البيانية والهياكل الخوارزميات تعلم .2

سيساعدك البيانية. والهياكل الخوارزميات فهم الأخرى الأساسية المجالات من
خوارزميات مثل لتطبيقك، المناسبة الخوارزميات واختيار فعالة حلول تصميم على هذا

التصنيف. وتقنيات الترتيب، البحث،

والمكتبات الاصطناعي الذكاء أدوات استكشاف .3
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والأدوات المكتبات من الاستفادة كيفية تعلم عليك يجب الأساسيات، إتقان بعد
استخدام في البدء يمكنك C++، بـ قوية معرفة مع الاصطناعي. الذكاء تدعم التي

النماذج. وتدريب لبناء Dlib و TensorFlow مثل أدوات
العملية الخبرة واكتساب المشاريع بناء .4

على العمل خلال من هي الاصطناعي الذكاء تطبيقات لتعلم طريقة أفضل
التعلم خوارزميات باستخدام التصنيف مثل بسيطة، بمشاريع ابدأ حقيقية. مشاريع
الخبرة اكتساب بمجرد القرارية). الأشجار أو اللوجستي الانحدار (مثل التقليدية الآلي

العميقة. العصبية الشبكات مثل تعقيدًا أكثر مشاريع إلى انتقل الكافية،

البداية من المشاريع لبناء عملية نصائح 3

أن يمكن عملية نصائح عدة هناك C++، باستخدام اصطناعي ذكاء مشروع بناء عند
النجاح: على تساعدك

تفهم أن الضروري من الترميز، عملية في البدء قبل المشروع: متطلبات فهم .1
على يعتمد أم التقليدي، الآلي التعلم يتطلب هل المشروع. متطلبات تمامًا
كان وإذا كبيرة، بيانات مجموعات مع سيتعامل هل العميق؟ التعلم تقنيات
المتطلبات هذه فهم سيساعدك فعال؟ بشكل البيانات ستدير كيف كذلك، الأمر

المناسبة. الأدوات اختيار في

الاصطناعي الذكاء خوارزميات من العديد هناك المناسبة: الخوارزميات اختيار .2
تتطلب قد تحلها. التي للمشكلة ملاءمة الأكثر اختيار الضروري من لذا المتاحة،
البعض يحتاج قد بينما الخطي، الانحدار مثل بسيطة خوارزميات المشكلات بعض
الخاضع غير التعلم أو العميقة العصبية الشبكات مثل معقدة تقنيات إلى الآخر

للإشراف.
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أهمية. الأكثر العنصر البيانات تعتبر الاصطناعي، الذكاء في البيانات: مع التعامل .3
يمكن تنسيق إلى وتحويلها معالجتها، البيانات، تنظيف على قادرًا تكون أن يجب
في Dlib أو OpenCV مثل أدوات تساعدك أن يمكن منه. التعلم للنموذج

فعالية. أكثر بشكل البيانات معالجة

جديدة بيانات على اختباره يجب النموذج، بناء بمجرد النماذج: وتحسين اختبار .4
تحسينات مع متعددة تجارب إجراء فعال نموذج بناء يتطلب أدائه. لتقييم
التدرجي الانحدار باستخدام المثال، سبيل (على الخوارزميات تعديل مثل مستمرة،

المتقاطع. التحقق مثل تقنيات وتطبيق المعلمات، وضبط للتحسين)،

وإجراء مستمر بشكل النموذج أداء مراقبة يجب التعديلات: وإجراء الأداء مراقبة .5
طريقة تعديل إلى تحتاج قد الأحيان، بعض في الحاجة. حسب التعديلات

الدقة. لتحسين البيانات من المزيد إدخال أو النموذج تدريب

الخلاصة

والمعرفة التقنية المهارات من مزيجًا يتطلب الاصطناعي الذكاء في وتطبيقها C++ تعلم
للمطورين يمكن المناسبة، والموارد الأدوات مع والحوسبة. الرياضيات في العميقة

C++. باستخدام وفعالة قوية اصطناعي ذكاء تطبيقات بناء
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12 فصل

C++. باستخدام الاصطناعي للذكاء حقيقية أمثلة

C++ باستخدام الآلة لتعلم مثال 1

الخطي الانحدار خوارزمية المثال هذه توضح الآلة. تعلم سياق في C++ استخدام الآلة
التدريجي. الانحدار تحسين تقنية باستخدام بيانات مجموعة مع خط لملاءمة البسيطة
المثال: C++. قوة تعرض بينما للمبتدئين الآلة تعلم مفاهيم لتقديم رائعة طريقة هذه

التدريجي الانحدار باستخدام الخطي الانحدار

#include <iostream>
#include <vector>
#include <cmath>

// Function to compute Mean Squared Error
double computeCost(const std::vector<double>& x, const std::vector<double>& y,

double m, double b) {↪→

double cost = 0 .0;
int n = x.size();
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for (int i = 0; i < n; ++i) {
double prediction = m * x[i] + b;
cost += pow((prediction - y[i]), 2);

}
return cost / (2 * n);

}

// Function to perform Gradient Descent
void gradientDescent(const std::vector<double>& x, const std::vector<double>& y,

double& m, double& b, double alpha, int iterations) {↪→

int n = x.size();
for (int i = 0; i < iterations; ++i) {

double dm = 0 .0; // Gradient for m
double db = 0 .0; // Gradient for b

for (int j = 0; j < n; ++j) {
double prediction = m * x[j] + b;
dm += (prediction - y[j]) * x[j];
db += (prediction - y[j]);

}

m -= alpha * dm / n;
b -= alpha * db / n;

// Print cost every 100 iterations for monitoring
if (i % 100 == 0) {

std::cout << "Iteration " << i << ": Cost = " << computeCost(x, y, m, b) << "\n";
}
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}
}

int main() {
// Training data (x, y)
std::vector<double> x = {1, 2, 3, 4, 5};
std::vector<double> y = {2, 4, 6, 8, 10}; // y = 2x (linear relationship)

// Initialize parameters
double m = 0 .0; // Initial slope
double b = 0 .0; // Initial y-intercept
double alpha = 01 .0; // Learning rate
int iterations = 1000;

std::cout << "Starting Gradient Descent...\n";
gradientDescent(x, y, m, b, alpha, iterations);

// Final parameters
std::cout << "\nFinal Parameters:\n";
std::cout << "Slope (m): " << m << "\n";
std::cout << "Intercept (b): " << b << "\n";

return 0;
}

الكود شرح

المستهدفة. القيم y متجهة تمثل • الخصائص. قيم x متجهة تمثل • التدريب بيانات .1
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2x. = y خطية: علاقة البيانات مجموعة تتبع المثال، هذا في

دورة، كل في • b. والتقاطع m للميل أولية بقيم نبدأ • التدريجي الانحدار .2
التدرج اتجاه في b و m لتحديث واستخدامها db) و (dm التدرجات حساب يتم

السالب.

بين (MSE) التربيعي الخطأ متوسط تحسب computeCost دالة • التكلفة دالة .3
النموذج توافق مدى قياس في ذلك يساعد y. لـ والفعلية المتوقعة القيم

البيانات. مع

في التحديث خطوات حجم في التعلم معدل يتحكم • (alpha) التعلم معدل .4
دورة. كل

مثال التكلفة. دالة لتقليل الدورات من معين لعدد الحلقة تنفيذ يتم • الدورات .5
للإخراج

Starting Gradient Descent...
Iteration 0: Cost = 110 .
Iteration 100: Cost = 0002 .
Iteration 200: Cost = 000001 .
...

Final Parameters:
Slope (m): 20 .
Intercept (b): 00 .

هذا يعلّمك الذي ما
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الخطي. الانحدار التكلفة، دالة التدريجي، الانحدار المفاهيم: .1

الرياضية. العمليات الحلقات، المتجهات، C++: ميزات .2

النماذج ملاءمة مثل البسيطة الآلة تعلم مهام الحقيقي: العالم في التطبيق .3
البيانات. مع

التالية الخطوات
يمكنك: الآلة، تعلم في المتقدم التعلم من للمزيد

محسّنة. لتنفيذات mlpack أو dlib مثل مكتبات استخدام .1

العصبية. الشبكات أو القرار، الأشجار اللوجستي، الانحدار مثل نماذج تنفيذ .2

TensorFlow مثل الاصطناعي الذكاء عمل بإطارات بك الخاص C++ كود اربط .3
C++. بـ الخاصة (APIs) البرمجية واجهاتها خلال من PyTorch أو

العميق: التعلم على مثال 2

من بسيطة عصبية شبكة تنفيذ يوضح C++ لغة باستخدام العميق التعلم على مثال
. feedforward neural network نوع

الأمامي الانتشار مثل مفاهيم لتوضيح أساسية عصبية شبكة بتنفيذ يدويًا سنقوم
) العكسي الانتشار تقنية باستخدام الشبكة وتدريب ( Forward Propagation )

.( Backpropagation
XOR مشكلة لحل أمامية عصبية شبكة مثال:

تتعلم حيث العميق، التعلم في الكلاسيكية المشكلات إحدى هي XOR مشكلة
المنطقية. XOR بوابة حل كيفية العصبية الشبكة
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#include <iostream>
#include <vector>
#include <cmath>
#include <cstdlib>
#include <ctime>

// Sigmoid activation function and its derivative
double sigmoid(double x) {

return 0 .1 / (0 .1 + exp(-x));
}

double sigmoidDerivative(double x) {
return x * (0 .1 - x);

}

// Training data for XOR
std::vector<std::vector<double>> inputs = {

{0, 0},
{0, 1},
{1, 0},
{1, 1}

};

std::vector<double> outputs = {0, 1, 1, 0}; // XOR results

int main() {
std::srand(static_cast<unsigned>(std::time(0))); // Seed for randomness
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// Initialize weights and biases randomly
double weight1 = (std::rand() % 100) / 0 .100; // Input 1 -> Hidden
double weight2 = (std::rand() % 100) / 0 .100; // Input 2 -> Hidden
double bias1 = (std::rand() % 100) / 0 .100; // Bias for hidden
double weightOut = (std::rand() % 100) / 0 .100; // Hidden -> Output
double biasOut = (std::rand() % 100) / 0 .100; // Bias for output

double learningRate = 1 .0;
int epochs = 10000;

for (int epoch = 0; epoch < epochs; ++epoch) {
double totalError = 0 .0;

for (int i = 0; i < inputs.size(); ++i) {
// Forward propagation
double x1 = inputs[i][0];
double x2 = inputs[i][1];
double target = outputs[i];

double hiddenNet = weight1 * x1 + weight2 * x2 + bias1;
double hiddenOutput = sigmoid(hiddenNet);

double outputNet = weightOut * hiddenOutput + biasOut;
double output = sigmoid(outputNet);

// Error calculation
double error = 5 .0 * pow((target - output), 2);
totalError += error;
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// Backpropagation
double outputError = (output - target) * sigmoidDerivative(output);
double hiddenError = outputError * weightOut *

sigmoidDerivative(hiddenOutput);↪→

// Update weights and biases
weightOut -= learningRate * outputError * hiddenOutput;
biasOut -= learningRate * outputError;

weight1 -= learningRate * hiddenError * x1;
weight2 -= learningRate * hiddenError * x2;
bias1 -= learningRate * hiddenError;

}

// Print total error every 1000 epochs
if (epoch % 1000 == 0) {

std::cout << "Epoch " << epoch << ", Error: " << totalError << "\n";
}

}

// Testing the trained network
std::cout << "\nTrained Neural Network Results:\n";
for (int i = 0; i < inputs.size(); ++i) {

double x1 = inputs[i][0];
double x2 = inputs[i][1];

double hiddenNet = weight1 * x1 + weight2 * x2 + bias1;
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double hiddenOutput = sigmoid(hiddenNet);

double outputNet = weightOut * hiddenOutput + biasOut;
double output = sigmoid(outputNet);

std::cout << "Input: (" << x1 << ", " << x2 << ") -> Output: " << output << "\n";
}

return 0;
}

الكود: شرح

الشبكات في شائع بشكل تُستخدم خطية غير دالة هي السيجمويد: التنشيط .1
العصبية.

والانحرافات. والأوزان المدخلات على بناءً المخرجات حساب يتضمن الأمامي: الانتشار .2

الأوزان. وتحديث التدرجات لحساب يستخدم العكسي: الانتشار .3

XOR. بيانات مجموعة عبر الدورات من العديد مدار على التدريب يتم التدريب: .4

التدريجي. الانحدار باستخدام والانحرافات الأوزان تحديث يتم التحديثات: .5

المخرجات: على مثال

Epoch 0, Error: 055 .
Epoch 1000, Error: 012 .
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Epoch 2000, Error: 006 .
...
Epoch 9000, Error: 001 .

Trained Neural Network Results:
Input: (0, 0) -> Output: 001 .
Input: (0, 1) -> Output: 099 .
Input: (1, 0) -> Output: 098 .
Input: (1, 1) -> Output: 002 .

المثال: هذا من نتعلمه ما

العصبية: الشبكات أساسيات .1

العكسي. التراجع وخوارزمية التفعيل، دوال الأمامي، الانتشار •

التدريب: عملية .2

التدرج. انحدار باستخدام التدريجي التحسين •

الآلي: التعلم في C++ استخدام .3

يدويًا. بسيطة عصبية شبكة تنفيذ كيفية •

التالية: الخطوات

العصبية. الخلايا من أكبر عدد مع الطبقات متعددة شبكات إلى التوسع .1
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(PyTorch Libtorch أو API C++ TensorFlow مثل عميق تعلم مكتبة استخدام .2
المعقدة. للمهام API) C++

الفئات. متعددة تصنيف مشاكل مع للتعامل المثال تمديد .3

المعزز التعلم على مثال 3

مشكلة لحل C++ لغة باستخدام ( RL - Learning Reinforcement ) المعزز التعلم
(Gridworld). الشبكة بيئة بسيطة:

تجنب مع الهدف إلى للوصول 5x5 بحجم شبكة في التنقل Agent الوكيل يتعلم
. Q-Learning التعلم خوارزمية باستخدام العقبات

المشكلة Q-Learning مع Gridworld شبكة المعزز: التعلم على مثال

5x5. بحجم شبكة •

.(4,4) الموقع عند الهدف إلى يصل أن ويجب (0,0) الموقع من الوكيل يبدأ •

عقوبات. تسبب محددة مواقع في عقبات هناك •

لليمين. أو لليسار، للأسفل، للأعلى، التحرك للوكيل يمكن •

المكافآت: •

الهدف. إلى الوصول عند 10+ –

حركة. لكل 1 - –

بعقبة. الاصطدام عند 10 - –
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#include <iostream>
#include <vector>
#include <cstdlib>
#include <ctime>
#include <iomanip>

// Define grid size and parameters
const int GRID_SIZE = 5;
const int EPISODES = 1000;
const double ALPHA = 1 .0; // Learning rate
const double GAMMA = 9 .0; // Discount factor
const double EPSILON = 1 .0; // Exploration rate

// Rewards grid
std::vector<std::vector<int>> rewards = {

{0, 0, 0, 0, 0},
{0, -10, 0, -10, 0},
{0, 0, 0, 0, 0},
{0, -10, 0, -10, 0},
{0, 0, 0, 0, 10} // Goal state

};

// Initialize Q-table
std::vector<std::vector<std::vector<double>>> Q(GRID_SIZE,

std::vector<std::vector<double>>(GRID_SIZE, std::vector<double>(4, 0 .0)));↪→

// Possible actions: 0 = Up, 1 = Down, 2 = Left, 3 = Right
int actions[4][2] = {
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{-1, 0}, // Up
{ 1, 0}, // Down
{ 0, -1}, // Left
{ 0, 1} // Right

};

// Function to choose an action using epsilon-greedy
int chooseAction(int x, int y) {

if ((double)std::rand() / RAND_MAX < EPSILON) {
return std::rand() % 4; // Explore

} else {
// Exploit: Choose action with the highest Q-value
int bestAction = 0;
double maxQ = Q[x][y][0];
for (int i = 1; i < 4; ++i) {

if (Q[x][y][i] > maxQ) {
maxQ = Q[x][y][i];
bestAction = i;

}
}
return bestAction;

}
}

// Function to update Q-value
void updateQ(int x, int y, int action, int reward, int newX, int newY) {

double maxNextQ = Q[newX][newY][0];
for (int i = 1; i < 4; ++i) {
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if (Q[newX][newY][i] > maxNextQ) {
maxNextQ = Q[newX][newY][i];

}
}
Q[x][y][action] += ALPHA * (reward + GAMMA * maxNextQ - Q[x][y][action]);

}

// Function to check if a position is valid
bool isValid(int x, int y) {

return x >= 0 && x < GRID_SIZE && y >= 0 && y < GRID_SIZE;
}

int main() {
std::srand(static_cast<unsigned>(std::time(0))); // Seed random number

generator↪→

// Train the agent
for (int episode = 0; episode < EPISODES; ++episode) {

int x = 0, y = 0; // Start position
while (true) {

int action = chooseAction(x, y);
int newX = x + actions[action][0];
int newY = y + actions[action][1];

if (!isValid(newX, newY)) {
newX = x;
newY = y; // Stay in place if action is invalid

}
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int reward = rewards[newX][newY];
updateQ(x, y, action, reward, newX, newY);

x = newX;
y = newY;

if (reward == 10 || reward == -10) {
break; // End episode if goal or obstacle is reached

}
}

}

// Print the optimal policy
std::cout << "Optimal Policy:\n";
for (int i = 0; i < GRID_SIZE; ++i) {

for (int j = 0; j < GRID_SIZE; ++j) {
if (rewards[i][j] == 10) {

std::cout << " G "; // Goal
} else if (rewards[i][j] == -10) {

std::cout << " X "; // Obstacle
} else {

int bestAction = 0;
double maxQ = Q[i][j][0];
for (int k = 1; k < 4; ++k) {

if (Q[i][j][k] > maxQ) {
maxQ = Q[i][j][k];
bestAction = k;
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}
}
char policy = bestAction == 0 ? 'U' : bestAction == 1 ? 'D' : bestAction == 2

? 'L' : 'R';↪→

std::cout << " " << policy << " ";
}

}
std::cout << "\n";

}

return 0;
}

المصدرية الشيفرة
الشرح

البيئة: .1

5x5. شبكة •

المكافآت: •

للهدف. 10+ –

للعقبات. 10 - –

حركة. لكل 1 - –

:Q جدول .2

والإجراء. y) (x, للحالة Q قيمة تمثل Qx[action] الأبعاد ثلاثية مصفوفة •
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الوكيل: إجراءات .3

لليمين. أو لليسار، للأسفل، للأعلى، التحرك للوكيل يمكن •

التعلم: خوارزمية .4

باستخدام: Q تحديث •

Q(s, a)← Q(s, a) + α
(
r + γ max

a′
Q(s′, a′)−Q(s, a)

)

التدريب: .5

حلقة. 1000 خلال الوكيل تدريب يتم •

الناتج: .6

خلية. لكل التدريب بعد المثلى السياسة يعرض •

المخرجات نموذج
المثلى: السياسة

Optimal Policy:
R D D R R
D X D X D
D R D R D
D X D X D
R R R R G
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المثال؟ هذا يُعلِّمه الذي ما

Learning): (Reinforcement المعزز التعلم أساسيات .1

الاستكشاف بين الموازنة ومفهوم Q-Learning التعلم خوارزمية فهم •
والاستغلال.

البيئة: مع الوكيل تفاعل .2

التراكمية. المكافآت لتعظيم البيئة مع الوكيل تفاعل كيفية •

المعزز: التعلم في C++ لغة استخدام .3

C++. لغة باستخدام بكفاءة المعزز التعلم خوارزميات تنفيذ كيفية عرض •

ذكاء تطبيق في الخيوط وتعدد التزامن تقنيات استخدام 4

C++ بلغة اصطناعي

الوصف:
خيط كل تشغيل يتم عصبية. شبكة لتقييم متوازية معالجة المثال هذا يعرض

متزامن. بشكل العصبية الخلايا من جزء ناتج لحساب (Thread)

السيناريو: عصبية لشبكة الأمامي الانتشار الخيوط: وتعدد التزامن على مثال
متعددة. طبقات على تحتوي Feedforward نوع من بسيطة عصبية شبكة لدينا
نقسم الخيوط، تعدد تقنيات باستخدام متوازٍ. بشكل طبقة كل حسابات تنفيذ يمكن

الحساب. سرعة لزيادة الخيوط بين العمل عبء
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الكود:

#include <iostream>
#include <vector>
#include <thread>
#include <mutex>
#include <random>

// Mutex for thread-safe output
std::mutex output_mutex;

// Function to generate random weights and biases
double randomDouble() {

static std::random_device rd;
static std::mt19937 gen(rd());
static std::uniform_real_distribution<> dis(-0 .1, 0 .1);
return dis(gen);

}

// Function to simulate the activation of a neuron (e.g., ReLU)
double activationFunction(double x) {

return x > 0 ? x : 0;
}

// Compute output for a portion of neurons in parallel
void computeLayerOutput(const std::vector<double>& inputs,

const std::vector<std::vector<double>>& weights,
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const std::vector<double>& biases,
std::vector<double>& outputs,
int start, int end) {

for (int i = start; i < end; ++i) {
double sum = biases[i];
for (size_t j = 0; j < inputs.size(); ++j) {

sum += inputs[j] * weights[i][j];
}
outputs[i] = activationFunction(sum);

// Thread-safe logging
std::lock_guard<std::mutex> lock(output_mutex);
std::cout << "Thread " << std::this_thread::get_id() << " processed neuron " <<

i << " -> Output: " << outputs[i] << "\n";↪→

}
}

int main() {
const int input_size = 10; // Number of input neurons
const int layer_size = 20; // Number of neurons in the layer
const int num_threads = 4; // Number of threads

// Initialize random inputs
std::vector<double> inputs(input_size);
for (double& input : inputs) {

input = randomDouble();
}
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// Initialize random weights and biases
std::vector<std::vector<double>> weights(layer_size,

std::vector<double>(input_size));↪→

std::vector<double> biases(layer_size);
for (int i = 0; i < layer_size; ++i) {

biases[i] = randomDouble();
for (int j = 0; j < input_size; ++j) {

weights[i][j] = randomDouble();
}

}

// Output container
std::vector<double> outputs(layer_size);

// Divide work among threads
std::vector<std::thread> threads;
int neurons_per_thread = layer_size / num_threads;

for (int t = 0; t < num_threads; ++t) {
int start = t * neurons_per_thread;
int end = (t == num_threads - 1) ? layer_size : start + neurons_per_thread;

threads.emplace_back(computeLayerOutput, std::ref(inputs),
std::ref(weights), std::ref(biases), std::ref(outputs), start, end);↪→

}

// Join threads
for (std::thread& t : threads) {
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t.join();
}

// Print final outputs
std::cout << "\nFinal Outputs:\n";
for (size_t i = 0; i < outputs.size(); ++i) {

std::cout << "Neuron " << i << ": " << outputs[i] << "\n";
}

return 0;
}

الشرح:

المشكلة: تفصيل .1

إدخالات. 10 وتستقبل عصبية خلية 20 على العصبية الشبكة طبقة تحتوي •

والإدخالات، الأوزان بين نقطي ضرب بحساب تقوم عصبية خلية كل •
تنشيط. دالة تطبق ثم الانحياز، تضيف

الخيوط: تعدد .2

تقسيم يتم لذا مستقل، بشكل عصبية خلية كل حساب تنفيذ يمكن •
خيوط. 4 بين العمل
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العصبية. الخلايا من مجموعة يعالج خيط كل •

التزامن: إدارة .3

المختلفة. الخيوط من للنواتج آمنة طباعة لضمان std::mutex استخدام يتم •

الخطوات: .4

الخيوط. بين بالتساوي العصبية الخلايا تقسيم •

له. المخصصة العصبية الخلايا ناتج يحسب خيط كل •

باستخدام اكتمالها انتظار ثم الخيوط، لتشغيل std::thread استخدام •
.join

للإخراج: مثال

Thread 140502895937280 processed neuron 0 -> Output: 023 .
Thread 140502895937280 processed neuron 1 -> Output: 047 .
Thread 140502895937280 processed neuron 2 -> Output: 000 .
Thread 140502895937280 processed neuron 3 -> Output: 112 .
Thread 140502887544576 processed neuron 4 -> Output: 084 .
Thread 140502887544576 processed neuron 5 -> Output: 025 .
Thread 140502887544576 processed neuron 6 -> Output: 000 .
...
Final Outputs:
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Neuron 0: 023 .
Neuron 1: 047 .
Neuron 2: 000 .
Neuron 3: 112 .
Neuron 4: 084 .
Neuron 5: 025 .
Neuron 6: 000 .
...

الاصطناعي: الذكاء في الخيوط تعدد فوائد

السرعة: .1

العصبية، الشبكات في الأمامي الانتشار سرعة من الخيوط تعدد يزيد •
الضخمة. البيانات مجموعات أو الكبيرة الطبقات في خاصةً

للتوسع: القابلية .2

أحمال مع التعامل للبرنامج يمكن الأنوية، متعددة المعالجات باستخدام •
أكبر. عمل

الفعلي: الوقت تطبيقات .3

الروبوتات (مثل الفعلي الوقت في تعمل التي الذكية الأنظمة في مفيد •
حاسمة. الاستدلال سرعة يكون حيث والألعاب)
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المتوازية: البرمجة تعلم .4

أنظمة أداء لتحسين أساسية كمهارة المتوازية البرمجة أهمية المثال يوضح •
الاصطناعي. الذكاء
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13 فصل

الاصطناعي الذكاء لتطبيقات C++ لتعلم المطورين دليل

الذكاء في واستخدامها C++ لتعلم اللازمة والأدوات الموارد 1

الاصطناعي

الاصطناعي الذكاء تطبيقات تطوير في المستخدمة اللغات أقوى من واحدة C++ تعتبر
الأبحاث تقدم مع المعقدة. للأنظمة اللازمة والمرونة العالي الأداء توفر حيث (AI)،
في أساسية C++ أصبحت (DL)، العميق والتعلم (ML) الآلي التعلم مثل مجالات في
في الموارد. استخدام في وكفاءة سريعة معالجة تتطلب التي التطبيقات من العديد
أن يمكن التي والموارد للأدوات قوي فهم لديك يكون أن المهم من السياق، هذا

الاصطناعي. الذكاء مشاريع في C++ واستخدام تعلم في تساعدك

C++ أساسيات إتقان .1
الضروري من C++، باستخدام الاصطناعي الذكاء تطبيقات تطوير في البدء قبل
مثل مفاهيم إتقان ذلك يتضمن اللغة. في قوي أساس لديك يكون أن
القوائم مثل المتقدمة البيانية والهياكل الدوال، المراجع، المؤشرات، الكائنات،
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فهم على ستساعدك الأساسيات هذه البيانية. والرسوم الأشجار، المترابطة،
أمر وهو المؤشرات، باستخدام الذاكرة وإدارة البيانات مع بكفاءة التعامل كيفية

الاصطناعي. الذكاء تطوير في الأهمية بالغ

الاصطناعي للذكاء الداعمة والأطر المكتبات .2
التي المكتبات من العديد هناك الاصطناعي، الذكاء في C++ استخدام عند
وتنفيذ النماذج لبناء اللازمة الأدوات وتوفر التطوير عملية تبسط أن يمكن
دراية على تكون أن يجب التي المهمة المكتبات بعض إليك الخوارزميات.

بها:

الأول المقام في يُعرف TensorFlow أن رغم :API C++ TensorFlow •
ببناء لك تسمح C++ واجهة أيضًا يوفر أنه إلا Python، مع بواجهته

النماذج. وتشغيل

بما الآلي، للتعلم متقدمة أدوات توفر المصدر مفتوحة مكتبة :Dlib •
النماذج. وتدريب التنبؤ، الصور، تصنيف ذلك في

العديد توفر C++ بـ مكتوبة ومرنة سريعة آلي تعلم مكتبة :MLPack •
الكثافة. وتقدير والانحدار، التصنيف، مثل الخوارزميات من

وتستخدم C++، باستخدام مبنية الحاسوبية للرؤية معروفة مكتبة :OpenCV •
لمعالجة خاصة الاصطناعي، الذكاء تطبيقات في واسع نطاق على

والفيديو. الصور

المساعدة والأدوات (IDEs) المتكاملة التطوير بيئات .3
تسهل أن يمكن التي (IDE) المتكاملة التطوير بيئة هي أساسية أخرى أداة

C++: لـ الشهيرة IDEs تشمل الأخطاء. وتصحيح البرمجة
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ميزات مع قوي، بشكل C++ تدعم JetBrains من قوية IDE :CLion •
Git. مع والتكامل التلقائي التصحيح مثل

خاصة C++، لمطوري استخدامًا IDEs أكثر من واحدة :Studio Visual •
Windows. بيئة في

خصوصًا والمعقدة، الكبيرة المشاريع إدارة في تساعدك بناء أداة :CMake •
C++. باستخدام الاصطناعي الذكاء تطبيقات تطوير عند

الاصطناعي الذكاء بتطبيقات المهتمين للمطورين تعلم خطة 2

C++ باستخدام

عليك يجب C++، باستخدام الاصطناعي الذكاء تطبيقات تطوير في محترفًا لتصبح
قوية معرفية قاعدة لبناء تدريبية مراحل عدة ذلك يتضمن منظم. تعلم مسار اتباع

عمليًا. وتطبيقها

والحسابية الرياضية المبادئ فهم .1
مثل مجالات في خاصة الرياضيات، على كبير بشكل الاصطناعي الذكاء يعتمد
الخطي، الجبر مثل مفاهيم إتقان الضروري من العميق. والتعلم الآلي التعلم
أساسية الأسس هذه والتكامل. التفاضل وحساب المعلومات، نظرية الاحتمالات،

النتائج. تفسير وكيفية وتحسينها النماذج تدريب كيفية لفهم

البيانية والهياكل الخوارزميات تعلم .2
سيساعدك البيانية. والهياكل الخوارزميات فهم هي أخرى أساسية منطقة
لتطبيقك، المناسبة الخوارزميات واختيار فعالة حلول تصميم على المعرفة هذا

التصنيف. وتقنيات الترتيب، البحث، خوارزميات مثل
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الاصطناعي الذكاء ومكتبات أدوات استكشاف .3
والأدوات المكتبات من الاستفادة كيفية تتعلم أن يجب الأساسيات، إتقان بعد
في البدء يمكنك C++، بـ قوية معرفة مع الاصطناعي. الذكاء تدعم التي

وتدريبها. النماذج لبناء Dlibو TensorFlow مثل أدوات استخدام

العملية الخبرة واكتساب المشاريع بناء .4
مشاريع على العمل هي الاصطناعي الذكاء تطبيقات لتعلم طريقة أفضل
الآلي التعلم خوارزميات باستخدام التصنيف مثل بسيطة بمشاريع ابدأ حقيقية.
تكتسب أن بمجرد القرارية). الأشجار أو اللوجستي الانحدار (مثل التقليدية
العميقة. العصبية الشبكات مثل تعقيدًا أكثر مشاريع إلى انتقل الكافية، الخبرة

الصفر من المشاريع لبناء عملية نصائح 3

أن يمكن عملية نصائح عدة هناك C++، باستخدام اصطناعي ذكاء مشروع بناء عند
من الأكواد، كتابة في البدء قبل المشروع: متطلبات فهم .8 النجاح: في تساعدك
أم التقليدي، الآلي التعلم يتطلب هل المشروع. متطلبات تمامًا تفهم أن الضروري
وإذا كبيرة، بيانات مجموعات مع سيتعامل هل العميق؟ التعلم تقنيات على يعتمد
في المتطلبات هذه فهم سيساعدك بكفاءة؟ البيانات ستدير كيف كذلك، الأمر كان

المناسبة. الأدوات اختيار

الذكاء في المتاحة الخوارزميات من العديد هناك المناسبة: الخوارزميات اختيار .1
قد حلها. تحاول التي للمشكلة الأنسب اختيار المهم من لذا الاصطناعي،
تحتاج قد بينما الخطي، الانحدار مثل بسيطة خوارزميات المشاكل بعض تتطلب
التعلم أو العميقة العصبية الشبكات مثل معقدة تقنيات إلى أخرى مشاكل

المشرف. غير
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أهمية. الأكثر العنصر هي البيانات الاصطناعي، الذكاء في البيانات: مع التعامل .2
يمكن تنسيق إلى وتحويلها معالجتها، البيانات، تنظيف على القدرة إلى تحتاج
في Dlib أو OpenCV مثل أدوات تساعدك أن يمكن النموذج. منه يتعلم أن

فعالية. أكثر بشكل البيانات معالجة

جديدة بيانات على اختباره يجب النموذج، بناء بعد النماذج: وتحسين اختبار .3
تحسينات مع التجارب من العديد إجراء يتطلب فعال نموذج بناء أدائه. لتقييم
للتحسين)، التدرجي الهبوط استخدام (مثل الخوارزميات تعديل مثل مستمرة،

المتقاطع. التحقق مثل تقنيات وتطبيق المعلمات، ضبط

التعديلات وإجراء باستمرار النموذج أداء مراقبة يجب التعديلات: وإجراء الأداء مراقبة .4
النموذج تدريب طريقة تعديل إلى تحتاج قد الأحيان، بعض في الحاجة. حسب

الدقة. لتحسين البيانات من المزيد إضافة أو

الخلاصة

والمعرفة التقنية المهارات من مزيجًا الاصطناعي الذكاء في وتطبيقها C++ تعلم يتطلب
للمطورين يمكن الصحيحة، والموارد الأدوات مع والحوسبة. الرياضيات في العميقة

C++. باستخدام وفعالة قوية اصطناعي ذكاء تطبيقات بناء
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المفيدة والمراجع الموارد الكتاب: ملحق

باستخدام البرمجة في مهاراتك لتطوير أساسية أدوات هي والمراجع للتعلم الموارد
يتضمن الاصطناعي. الذكاء مثل المتقدمة التطبيقات عن نتحدث عندما خاصة C++،
والمطورين، للباحثين أساسيًا مرجعًا تعد التي والمكتبات الأدوات من مجموعات الملحق هذا
الذكاء مجتمعات إلى الانضمام في تساعدك أن يمكن ومصادر نصائح إلى بالإضافة

C++. تستخدم التي الاصطناعي

C++ في والأدوات المكتبات أفضل

أن يمكن التي المتاحة والأدوات المكتبات من متنوعة مجموعة هناك C++، في
الاصطناعي الذكاء خوارزميات مثل المعقدة المهام وتنفيذ التطوير تسريع في تساعد
من للعديد الزاوية حجر يمثل منها بعضًا نجد المكتبات، هذه بين من البيانات. ومعالجة

المشاريع.

( C++ واجهة ) TensorFlow مكتبة •
وقد العميق، التعلم مجال في المكتبات أشهر من واحدة هي TensorFlow
C++ استخدام في يرغبون الذين للمطورين C++ واجهة Google قدمت
الشبكات مع للتعامل قوية إمكانيات TensorFlow توفر النماذج. ونشر لتدريب

98



الآلي. والتعلم واسع، نطاق على البيانات وتحليل العميقة، العصبية

Caffe مكتبة •
التعلم تطبيقات لتسريع خصيصًا مصممة المصدر مفتوحة مكتبة هي Caffe
الشبكات أنواع من العديد وتدعم الممتاز، وأدائها بسرعتها Caffe تشتهر العميق.
في واسع نطاق على استخدامها يتم RNN. و CNN مثل العميقة العصبية

والتصنيف. الكمبيوتر رؤية مثل تطبيقات

Dlib مكتبة •
الاصطناعي. والذكاء الكمبيوتر رؤية على أساسًا تركز C++ مكتبة هي Dlib
واستخراج الوجه، على والتعرف للتصنيف، القوية الخوارزميات من العديد تقدم
الآلات (دعم SVM مثل الآلي التعلم خوارزميات تشمل كما الصور. من الميزات

العصبية. والشبكات المتجهة)

OpenCV مكتبة •
الكمبيوتر رؤية مجال في واسع نطاق على مستخدمة مكتبة هي OpenCV
مثل لمهام والخوارزميات الأدوات من شاملة مجموعة توفر الصور. ومعالجة
الأبعاد، ثلاثية المشاهد وتحليل الوجوه، على والتعرف والفيديو، الصور معالجة

معقدة. خوارزميات تتطلب التي المتقدمة المهام من وغيرها

MLpack مكتبة •
وتدعم C++، في تطويرها تم ومرنة سريعة آلي تعلم مكتبة هي MLpack
والغابات الخطي، الانحدار مثل الآلي التعلم في التقليدية الخوارزميات من العديد
تقنيات MLpack يستخدم العميق. التعلم تقنيات إلى بالإضافة العشوائية،

الحسابات. لتسريع متقدمة
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Boost مكتبة •
لمشاكل حلولاً تقدم التي C++ مكتبات من مجموعة هي Boost مكتبة
وأتمتة الخيوط، متعددة البرمجة مثل المجالات من العديد في الشائعة البرمجة

الخيوط. متعددة التطبيقات في الأداء وتحسين المهام،

الاصطناعي الذكاء في C++ استخدام حول وأبحاث مقالات

من كبير بشكل الاستفادة للمطورين يمكن المذكورة، والأدوات المكتبات إلى إضافة
العديد هناك الاصطناعي. الذكاء في C++ استخدام تتناول التي والأبحاث المقالات
والتقنيات الخوارزميات لتحسين C++ استخدام كيفية تشرح التي البحثية المنشورات من
للذكاء الحديثة الإطارات في C++ استخدام على يركز وبعضها الآلي، التعلم في

الاصطناعي.

تحسين كيفية على الحديثة الأبحاث بعض تركز الخوارزميات تحسين حول أبحاث •
العديد يعمل المثال، سبيل على C++. باستخدام الآلي التعلم خوارزميات
العميقة العصبية الشبكات خوارزميات كفاءة تحسين على البحث فرق من
مكتبات مع C++ في الخيوط والمتعددة الموازية الحوسبة تقنيات باستخدام

OpenMP. مثل

بناء في C++ استخدام يعد C++ باستخدام الروبوتات في الاصطناعي الذكاء •
كتابة من المطورين C++ يمكّن البحث. مجالات من آخر مجالاً الذكية الروبوتات
الحركة أنظمة من كل وتدير الأجهزة مع تتفاعل المستوى منخفضة برامج

بفعالية. الاصطناعي والذكاء

البيانات تحليل على تركز أبحاث أيضًا هناك C++ باستخدام الضخمة البيانات تحليل •
السرعة مثل المتقدمة C++ ميزات استغلال يتم حيث C++، باستخدام الضخمة
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في البيانات من ضخمة كميات وتحليل لاستخراج الذاكرة في الدقيق والتحكم
الفضاء. وعلوم الصحية الرعاية مثل مجالات

التي الاصطناعي الذكاء مجتمعات إلى للانضمام نصائح

C++ تستخدم

في هامة خطوة C++ تستخدم التي الاصطناعي الذكاء مجتمعات إلى الانضمام يعد
الذكاء بتقنيات الاهتمام تزايد مع المجال. هذا في معرفتك وتوسيع مهاراتك تطوير
الانضمام للمطورين يمكن التي والمنصات المجتمعات من العديد هناك الاصطناعي،

إليها.

للانضمام الطرق أفضل إحدى المفتوحة والمجتمعات المنتديات في المشاركة •
Stack مثل المنتديات في المشاركة هي الاصطناعي الذكاء مجتمعات إلى
بـ المتعلقة المواضيع من العديد مناقشة يتم حيث Reddit، و Overflow
المناقشات، في والمشاركة الأسئلة، طرح يمكنك الاصطناعي. والذكاء C++

المجال. هذا في محترفين من نصائح على والحصول

مفتوحة المشاريع في المساهمة تعتبر المصدر مفتوحة المشاريع في المساهمة •
مع للتفاعل الطرق أفضل من واحدة الاصطناعي بالذكاء المتعلقة المصدر
العميق التعلم مثل مجالات في C++ المشاريع من العديد تستخدم المجتمع.

الكود. وتحسين الخوارزميات بتطوير المساهمة ويمكنك الكمبيوتر، ورؤية

الاصطناعي الذكاء على تركز التي المؤتمرات حضور والندوات المؤتمرات حضور •
المزيد وتعلم آخرين، محترفين مع للتواصل فرصًا يوفر CVPR و NeurIPS مثل

الصناعة. في الخبراء إلى والاستماع المجال، هذا في الأبحاث أحدث عن
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البحثية المشاريع من العديد GitLab و GitHub على المجموعات إلى الانضمام •
هذه GitLab. و GitHub مثل منصات على عليها العثور يمكن والعملية
تطوير في بالمساهمة سواء المجتمع، مع للتفاعل قيمة موارد تعد المنصات
الذكاء في جديدة مواضيع حول والتحديثات المناقشات متابعة أو المشاريع

C++. باستخدام الاصطناعي

الخلاصة

الفعالة والمشاركة المناسبة، والمكتبات المتقدمة، الأدوات من مزيجًا أن الواضح من
التعمق إلى يتطلع شخص لأي مثالية بيئة يوفر المتخصصة التقنية المجتمعات في
النشطة، والمشاركة المستمر، البحث خلال من الاصطناعي. للذكاء C++ استخدام في
المعرفة من قوية شبكة بناء للمرء يمكن المصدر، مفتوحة المشاريع في والمساهمة

بسرعة. المتقدم المجال هذا في النمو في والاستمرار
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